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1. Deans Word

I am really proud of the distinguished level of Faculty of Computer
Science’s Graduation projects 2022. They reflect serious thinking
and scientific contributions, genius application of AI tools, and
excellent coding skills. About 20% of the project’s results were
accepted and published as research papers in IT research magazines
and conferences. We are aiming to push the publishing ratio to reach
80% of the projects in the coming few years. I would like to send
a special thanks to Graduation project committees’ members and to
the projects’ supervisors who gave time, patience and effort to help
and encourage their students to get up to this level.

Special thanks are also going to the arbitration committees’ members, the industry spe-
cialists and professors from British and Egyptian Universities who were really impressed with
the projects’ outstanding ideas, contributions and results, as well as the innovation spirits, oral
and writing skills, and the matured personality of our newly graduates from the Faculty of
Computer Science.

Ali El-Bastawissy





2. Book Chapters

2.1 Hyperparameters Optimization of Deep Convolutional Neural Network
for Detecting COVID-19 Using Differential Evolution
Two students of Computer science Abdel Rahman Ezz Eldin and Mostafa Mohamed Saeed
for publishing their second scientific paper with cooperation and under supervision of Dr.
Ali Khater and Eng. Shereen El-Feky. Their paper was under title of "Hyperparameters
Optimization of Deep Convolutional Neural Network for Detecting COVID-19 Using Differ-
ential Evolution" which has been published at International Series in Operations Research &
Management Science book series (ISOR, volume 320) at Springer [15]













































3. Journals

3.1 Human Activity Recognition in Car Workshop (Q3)
Omar et al., presented project to reduce wasted time during work to solve the problem of
human activity recognition within maintenance workshops and improve the system’s ability
to identify the time wasted by workers in activities. We start with the first problem, which
is the human activity recognition, The recognition of human activity is a problem related to
computer vision, and this makes it difficult to identify the human skeleton through different
complex positions of the workers, such as while doing work in the car engine, the car’s hood
can block the view of the camera and if he was doing an activity under the car. [8]
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Abstract—Human activity recognition has become so
widespread in recent times. Due to the modern advancements of
technology, it has become an important solution to many prob-
lems in various fields such as medicine, industry, and sports. And
this subject got the attention of a lot of researchers. Along with
problems like wasted time in maintenance centers, we proposed
a system that extracts worker poses from videos by using pose
classification. In this paper, we have tested two algorithms to
detect worker activity. This system aims to detect and classify
positive and negative worker’s activities in car maintenance
centers such as (changing the tire, changing oil, using the phone,
standing without work). We have conducted two experiments,
the first experiment was for comparison between algorithms
to determine the most accurate algorithm in recognizing the
activities performed. The experiment was done using two different
algorithms (1 dollar recognizer and Fast Dynamic time warping)
on 3 participants in a controlled area. The one-dollar recognizer
has achieved a 97% accuracy compared to the fastDTW with
86%. The second experiment was conducted to measure the
performance of a one-dollar algorithm with different participants.
The results show that a 1 dollar recognizer achieved an accuracy
of 94.2% when tested on 420 different videos.

Keywords—Machine learning; human activity recognition; pose
identification; industry analysis

I. INTRODUCTION

Human activity recognition has gained importance in re-
cent years because of its applications in various fields like
health, security and surveillance, entertainment, and intel-
ligent environments. Human activity recognition accounted
a lot of researches in different approaches, like wearable
devices [1][2][3][4][5],object-tagged[6][7][8], and device-free
[9][10][11], to acknowledge human activities. Wasted time has
become a prominent problem in various fields of work, and
this problem affects the percentage of products and services
required in our daily lives. The survey provided by Salary.com
[12] found that 89% of workers admitted to wasting time at
work every day. The survey showed that 61% claim to waste
between 30 minutes to an hour a day. While this may not seem
like much, it can add up to 5 hours a week or 260 hours a
year/per employee. Maintenance places and factories are the
most vulnerable to this issue. The survey depend heavily on
human activity, which harms production rates and disrupts
many required services. The field of car maintenance has
become an important field in our daily life, and car workshops
have spread greatly in the recent period, but difficulties have
begun to appear inside the maintenance centers. The problem
is that workers waste a lot of time while working by doing
some negative activities. Fig. 1 shows a worker who uses the

phone at work. Moreover, there are a lot of negative activities
such as (eating, drinking, talking to others, standing without
work...). Besides, it is difficult to have an employee responsible
for monitoring the worker for no less than 12 hours.

Fig. 1. A Negative Wasting Time Activity (using Mobile while being in
Work).

The maintenance workshop could have dozens of activities
some of them are consider positive and other consider negative.
However,some activities look very similar such as shown in
Fig. 2(a) and Fig. 2(b). The posture of changing oil activity
looks very similar in motion trajectory to engine rebuild
activity.

Fig. 2. A Sample for Positive Activity in Workshop.

The proposed system works by taking an input of recording
videos of the worker’s activities inside the maintenance center.
The video is classified to determine the number of activities
the worker performed such as (Changing the oil, changing the
tire, or using the phone... Etc.). The classification was done by
taking the path (x, y) of the important points in the skeleton
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as shown in Fig.3, Fig. 4 and comparing them with the points
that were taken from the collector of the data set. The system
can determine the type of activities that the worker performed
in the video.

Fig. 3. Worker Changing Oil.

Fig. 4. Worker use Mobile.

The main contribution of this paper is to create a human
activity recognition system that extract worker poses from
the videos by using pose classification. The system used a
dollar recognizer (1$) to detect worker positive and negative
activities in maintenance workshop. As a result of the presence
of many maintenance workshops, a problem occurred which
is many workers neglect their work resulting in the occurrence
of negative activities. Therefore, this paper is needed to detect
the positive and negative activities and differentiate between
them without the need for a person to monitor these activities
and depend on the computer as an alternative. The purpose of
this paper as well as to facilitate the reduction of the waste
time done by each worker so they can be more productive.
Moreover, positive activity is detected to reward the committed
workers and to evaluate the performance of the workers in
general.

II. RELATED WORK

Due to the popularity of human activity recognition sys-
tems and with the rapid advancement of computer technol-
ogy, lots of research efforts were dedicated to this subject.
Congcong Liu et al. [6], has proposed a activity recognition

method that can identify abnormal human activity recognition
in surveillance video using a combination of Bayes Classifier
and CNN (Convolution Neural Network) to detect the activities
and also use KTH dataset as the input of Bayes Classifier and
CNN. Another system that is able to recognize human activity
is proposed by Bagate et al. [1], which identifies the activity
using RGB-D sensors that is developed with deep learning
model CNN (Convolution Neural Network) and using knight
depth camera for capturing 3-D skeleton data. For Human
detection and Motion tracking, Sandar et al. [8], used frame
wise displacement and recognition is based on the skeletal
model with the deep learning framework to understand human
behavior in the indoor and outdoor environment. And in the
field of Human activity recognition by sensors, Murat et
al. [13], automatically identifies human activity using joint
coordinates skeletons and uses two types of deep learning
to make classification and use data set of multiple people in
the images. Song et al. [5], propose (1D) Convolution Neural
Network (CNN) -based method for recognizing the activities
using collected accelerometer data from smartphones and this
method gave high accuracy of 92.71. And using wearable
devices, Tahera et al. [2], used the eSense accelerometer sensor
to detect the matching of activity between the head and the
mouth, from this collected data some activities of the head and
mouth were identified and using the machine learning and deep
learning for data classification. Nitin et al. [14], propose to use
the TCN (temporal Convolutional Network) to recognize the
activities because it better than other deep learning methods , it
has strong ability to capture long-term dependencies. Godwin
et al. [9], combined gyroscope sensors with accelerometers to
detect human activity and perform analysis and recognition
using ANN (artificial neural networks). Tsokov et al. [15], use
of the 1D synaptic neural network (CNN) with accelerometer
data to make recognition of human activity more accurate.

Isah et al. [3] collected hip motion from the different
waist mounted sensors, and convert each signal into spectrum
image and use them as input to the CNN (Convolution Neural
Network). Nacer et al. [16], use entropy point estimate for
1D heat map to separate between human maps and animal
maps to give high accuracy in human activity recognition.
Selçuk et al. [10] used a novel design to reduce the number
of sensors used for human activity recognition and detection
by using (EMD) empirical mode decomposition.And Jiewen et
al. [4], identified and interacted by focusing on two wearable
cameras and the interactive activities that involve only two
people. Peter Washington et al. [11], addressed the topic of
identifying human activity in the treatment of autism and
grouped movements with a handheld camera and used the
classifier CNN (Convolution Neural Network) for detecting
headbanging in home videos. Hristov et al. [17]proposed a
method that classifies human activity by using 3D skeleton
data and normalizing it beforehand and it was represented in
2 forms. They applied this method to the UTDMHAD dataset,
the system has achieved a 92.4% accuracy rate. Heilym et
al. [18] was opposed to the idea of wearing devices and
sensors to determine human activities and pointed out that
these devices could cause inconvenience to the bearer and
could give false results if used in crowded places, so he relied
on the camera and determining the activity through the human
skeleton features. Salahuddin Saddar et al. [19]have an objec-
tive which is to compare some machine learning algorithms
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TABLE I. COMPARISON WITH SIMILAR SYSTEMS

Paper Activities Algorithms Methods Area Accuracy

[7]

stopping the furnace operating
checking the solid fuel tank
checking the gear motor and auger
tightening the mounting screws of the gear motor

CNN
CNN+SVM
Yolov3

Image classification controlled area 95.7%

[22]

grab tools
hammers nail
wrench use
screwdriver

CNN Image classification controlled area 87%

This paper

changing tire
changing oil
use mobile
stand without work

one-dollar
Fastdtw Pose classification uncontrolled area 95%

that were used in human activity recognition such as (SVM,
Decision Trees, Random Forests, XGBoost). They tested these
algorithms with measurement sensor data that was recently
released from the LARA dataset. The XGBoost has achieved
the best accuracy with a rate of 78.6%. Ismael et al. [20] took
the topic of identifying human activity in terms of reducing
aggressive actions inside prisons and on the streets to reduce
aggression and used ”handcrafted/learned” as a hybrid feature
framework that gave it very high accuracy rates. Yusuf Erkan
et al. [21]used depth sensor to classify 27 different activities
and by using long-short term memory, they analyzed skeleton
data. It has achieved an accuracy rate 93%. Halikowski et al.
[7], presented a system for monitoring activities inside the
factory using (CNN, CNN+SVM, Yolov3) algorithms. They
used some activities such as (stopping the furnace operating,
checking the solid fuel tank, checking the gear motor and
auger, tightening the mounting screws of the gear motor) and
achieved an accuracy 94%. The work presented utilize deep
learning for extracting features without considering human
post estimation. Zhaozheng et al. [22] presented a system for
detecting activities in smart manufacturing. They used some
activities (grab tools, hammer nail, wrench use, rest lever,
screwdriver). They captured these activities using IMU and
sEMG signals obtained from a MYO armband. They extract
feature using a convolutional neural network (CNN) model.
The CNN model is evaluated on this data set and achieves 98%
and 87% recognition accuracy in the half-half and leave-one-
out experiments. All of the previous explained the importance
of identifying human activity in solving some problems in
various fields. Alghyaline et al. [23] has proposed system
that detects different actions in the street such as (walking,
running, stopping). They measure the movement type by using
three different techniques which are (Yolo, Kalman filter,
Homography). The method was tested by CCTV camera and
BEHAVE dataset, it has achieved an accuracy of 96.9% for the
Behave dataset and achieved 88.4% for the dataset that was
collected by CCTV camera.Arzani et al. [24]proposed a struc-
tural prediction strategy proposed by this system to recognize
the simple and complex actions by using probabilistic graph-
ical models (PGMs). These activities require various model
parametrization to be spanned, category-switching scheme is
used to deal with this parametrization. Three datasets were
used to cover the two action types which are (CAD-60, UT-
Kinect, and Florence 3-D). This system could recognize simple
and complex activities while the previous systems focused on
only one type of these two. The system proposed by Archana et
al.[25] recognized human activity with Resnet and 3D CNN
without using the LSTM- attention model as the 3D CNN

is achieved by modifying the 2D Resnet in order to achieve
better accuracy, so that the development of detecting, and
recognizing real-time human motion has been achieved.The
system proposed by Zheng Dong et al. [26]resolves the is-
sue of incomplete feature extraction by a new framework
called CapsGaNet which proposed multi-feature extraction,
and gated recurrent units (GRU) with attention mechanisms.
The constructed dataset was a daily and aggressive activity
dataset (DAAD). Moreover, the paper approved that Caps-
GaNet has efficiently improved the accuracy of recognition.
Radhika V. et al. [27]proposed a system that used Random
Forest Algorithm(RFA) to recognize human activity using
Smartphones. RFA algorithm has different decision trees that
is used in classification of the dataset. There were four various
evaluation parameters used to measure the performance of the
system such as F1 score, accuracy, precision, and sensitivity.
The accuracy of the system achieved 98.34%. The system
proposed by Navita et al. [28] detects the activity of aged
people using the Internet of Things (IoT) monitoring model
to monitor the activity of their health state. The SVM has
attained 98.03%. The proposed system by Yin Tang et al.
[29], a new CNN model that used hierarchical-split (HS) for a
huge number of varieties in human activity recognition. Each
one feature layer uses multi-scale feature representation by
capturing a wide range of receptive fields of human activi-
ties. The proposed HS model can achieve high recognition
performance compared to similar models complexities. The
system achieved 94.10% SOTA accuracy on human activity
recognition dataset.The proposed system by Maciej A. Noras
et al. [30] discussed the topic of far-field electric field sensors,
which accompany different physical events. The determination
of activities in the proximity of the sensor is done by field
signature signals. Moreover, the paper provided enhancements
for electric field sensor usage and signal processing in human
and animal motion recognition, perimeter monitoring, moving
objects recognition, and electric power faults detection.

Table I shows a comparison between our system and
different systems. The first system, Halikowski et al. [7]
proposed this system to measure the performance of the
worker in the factory, they recognized four different activities
which are (stopping the furnace operating, checking the solid
fuel tank, checking the gear motor and auger, tightening the
mounting screws of the gear motor) in a controlled area
using image classification method. They used more than one
algorithm such as ( CNN, CNN+SVM, Yolov3), their system
has achieved a 95.7% accuracy rate. The second system
which is proposed by Zhaozheng et al. [22] was used for
qualification and evaluation of the workers. They also used
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image classification to detect four activities which are (grab
tools, hammer nail, wrench use, rest lever, screwdriver) in a
controlled area, and they achieved an accuracy rate of 87%.
Our system was proposed to detect the activities of the worker
inside the car maintenance center and differentiate between
the negative and the positive activities. To help the workshop
owner in measuring the worker performance, the system has
used the pose classification method to detect four different
activities which are (changing oil, changing tire, use mobile,
stand without work). The system was used in an uncontrolled
area and on different body characteristics such as(height and
weight).

III. PROPOSED SYSTEM

We presented a method that recognized and classified
human activity in car workshops performed and captured from
videos. It differentiated between the positive activities and the
negative activities based on a comparison between input video
and dataset stored in the templates. The proposed system used
mediapipe for collecting key points of the skeletal joints and
used the one-dollar and Fastdtw algorithms to classify the
poses.

Fig. 5 shows the system overview, the system has two
different way to input which is videos or live camera. The
processing part starts with face recognition to differentiate
between the workers because there is a large number of
workers in the maintenance center. Then the mediapipe starts
to extract the poses by calculating the path of each point in the
skeleton. The mediapipe can extract 32 points, but this system
focuses on extracting five important points which are (shoulder,
elbow, wrist, hip, knee). The path of points was saved in a file
to be ready for classification by the algorithms. The algorithms
start to match these points with the points stored in the data
set and send the results to the database to create a report that
the managers and workshop owners can see.

Fig. 5. System Overview.

The dataset was collected by recording videos of a spe-
cialist in the activities of the worker inside the maintenance

workshop. These videos were entered into the mediapipe and
OpenCV to extract the human pose from the videos showing
the path of each point during the video. Each list of points has
been saved in a file contains the points and the name of the
activity. With the aid of a partner in the industry, we managed
to collect 560 videos including the four activities which are
(changing tires, changing oil, using a mobile, and standing
without work), to start testing them and in order to have a
huge number of data to help in testing.

A. FastDTW Algorithm

Fast Dynamic Temporal Warping (FastDTW) is a time
series alignment algorithm that was initially designed for
speech recognition. Its goal is to align two sequences of feature
vectors by warping the time axis iteratively until an optimal
match is discovered. The two sequences can be placed on the
sides of a grid, one on top of the other, with the Y time-
series axis on the top and the X time-series axis on the left. In
each cell, a distance metric can be set, comparing the relevant
elements of the two sequences. Path is detected through the
grid by determining the best match alignment between the two
sequences which are ”I”, and ”j”, and results in the minimum
overall distance between each cell. Finding all different routes
possibilities through the grid and computing the total distance
regarding each one is the process for computing this total
distance (D) as mentioned in Equation 1. The total distance
is calculated by dividing the sum of the distances between
individual items on the path by the weighting function’s sum.
This is achieved by making an equal number of points in
each of the two series, then calculating the Euclidean distance
between the first and each subsequent point in the first series.

D(i, j) = |t(i)− r(j)|+min

{
D(i− 1, j)

D(i− 1, j − 1)
D(i, j − 1)

(1)

B. 1 Dollar Algorithm

The one-dollar is a geometric template matcher, the
previously stored templates (T) are compared to the candidate
strokes (C) resulting in the match that is the closest in 2-D
Euclidean space as mentioned in Equation 2. Thus, we have
exactly N points that will allow us to calculate the distance
between C[k] to T[k] in which k= 1 to N. The most used
pairwise point comparisons in the one-dollar algorithm are
scale, rotation, and position invariant. One-dollar cannot
differentiate between gestures whose identities rely on special
orientations, ratios, and locations. One-dollar algorithm does
not contain usage of time, as a result, gestures cannot be
separated with respect to the speed.

di =

∑N
K=1

√
(C [Kx]− Ti [Kx])

2
+ (C [Ky]− Ti [Ky])

2

N
(2)
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IV. EXPERIMENT

A. Experiment 1

The objective from conducted this experiment was to find
out the most accurate algorithm in determining the activity
performed by the worker inside the maintenance center. Be-
sides, how it is estimated to differentiate between positive and
negative activities.

This experiment was conducted on 3 participants by record-
ing 3 video streams with a duration of 7 minutes for each
video. The system has 84 videos of four different activities,
including the positive and the negative activities in the different
sequences. Each activity was repeated 7 times in each video
4 from the right side and 3 from the left side. The input to
our system is split videos for each sequence of activities, the
duration is 25 seconds for each video. consequently, After
that, the videos were inserted into the system and extracted
the important points in the skeleton to determine the path
of each point (the X-coordinate and the Y-coordinate) using
mediapipe, and save them in a file to be ready to be tested
by the algorithms. The system calculated the accuracy of each
algorithm in identifying and distinguishing between activities.

In this experiment, we were able to choose the best
algorithm by testing each one of them separately, the one-
dollar recognizer was able to give the best accuracy rate of 97%
regarding the following activities: (changing tires, changing
oil, using mobile, and standing without work). The rate of the
fastDtw algorithm was 86% in the same previously mentioned
activities as shown in Table II.

TABLE II. THE RESULTS OF EXPERIMENT 1

Algorithms Activites Accuracy

One-dollar

changing tire
changing oil
use mobile

stand without work

97%

Fastdtw

changing tire
changing oil
use mobile

stand without work

86%

B. Experiment 2

This experiment was conducted to measure the perfor-
mance of one-dollar algorithm with an increase in the number
of participants.

We asked 15 participants to do a sequence of activities
in different stream videos. The scenario of the activities was
changing tire, use mobile, changing oil, stand without work
and it was changeable from one to another. The average
duration of the activity in the video was 30 seconds, Each
activity was repeated 7 times 4 from the right side and 3 from
the left side. The average age of the participants ranged from
19 to 23 years, and the characteristics of the body were also
different. Afterwards, the videos were entered into the system,
and the system was able to extract 420 videos for a range
of different activities in uncontrolled environments. Through
this experiment, we were able to measure the accuracy of the
system in identifying activities in different conditions.

In this experiment, with large number of participants,
experts in the field of mechanics, as well as workers from

maintenance centers, the system was able to extract 420 videos,
and the one-dollar algorithm started the stage of identifying
activities. It achieved an accuracy rate of 94.2%.

C. Discussion

After the two experiments have been done, there’s a
discussion to explain why these results appear in both. The
first experiment was to determine the most accurate algorithm,
and the result was that one dollar was more accurate than
the fastdtw, which is because the One dollar recognizer has
been built over fast dynamic time warping (fastDTW), and
both can determine path differences between two trajectories.
But the difference between them is that one dollar recognizer
reduces the noise in orientation by taking the angles into its
calculations, which gives preference to one dollar in the accu-
racy ratios.The second experiment was to test the performance
of the one-dollar algorithm in determining the activity of a
large number of participants. The results showed that there
was a significant difference in accuracy ratios between the
activities. The activity of changing the tire was more subtle
because this activity differed from the other activities in the
motion trajectory, and the activity of using mobile and standing
without work had high accuracy, but there were few similarities
between them. The oil change activity has a similar motion
trajectory with the two activities (use mobile, standing without
work), which reduced its accuracy as shown in Fig. 6.

Fig. 6. The Results of the Activities.

The aim of this paper was achieved by using the method
of pose classification to extract the pose points from the input
video, after extracting the points, a one-dollar algorithm is
used to match the extracted points with the collected dataset.
As a result, we detect the activities and classify them whether
they are positive activities or negative activities. We tested the
previous method on 18 participants to prove the accuracy of
the mentioned method which reached 94.2%.

V. CONCLUSION AND FUTURE WORK

In this paper, we proposed a human activity recognition
system in a car workshop that would help maintenance cen-
ter owners to identify positive or negative worker activities
correctly and efficiently. Our system used pose classification
to extract workers poses and used two different algorithms to
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detect the activities. The system achieved an accuracy rate of
94.2% using this method. However, we are confident that the
accuracy of this system will improve with more test videos and
that we will increase the activities on which the experiment was
conducted in the future. Our future work focus on calculating
the wasted time of each worker. Besides, solving problems
such as obstacles (engine hood) that appear while identifying
activities and affecting the accuracy of the system.
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[13] M. Yalçın, N. Tüfek, and H. Yalcin, “Activity recognition of interacting
people,” in 2018 26th Signal Processing and Communications Applica-
tions Conference (SIU). IEEE, 2018, pp. 1–4.

[14] N. Nair, C. Thomas, and D. B. Jayagopi, “Human activity recog-
nition using temporal convolutional network,” in Proceedings of the

5th international Workshop on Sensor-based Activity Recognition and
Interaction, 2018, pp. 1–8.

[15] S. Tsokov, M. Lazarova, and A. Aleksieva-Petrova, “Evolving 1d
convolutional neural networks for human activity recognition,” in Inter-
national Conference on Computer Systems and Technologies’ 21, 2021,
pp. 49–54.

[16] A. Naser, A. Lotfi, J. Zhong, and J. He, “Human activity of daily living
recognition in presence of an animal pet using thermal sensor array,” in
Proceedings of the 13th ACM International Conference on PErvasive
Technologies Related to Assistive Environments, 2020, pp. 1–6.

[17] P. Hristov, A. Manolova, and O. Boumbarov, “Deep learning and
svm-based method for human activity recognition with skeleton data,”
in 2020 28th National Conference with International Participation
(TELECOM). IEEE, 2020, pp. 49–52.

[18] H. Ramirez, S. A. Velastin, I. Meza, E. Fabregas, D. Makris, and
G. Farias, “Fall detection and activity recognition using human skeleton
features,” IEEE Access, vol. 9, pp. 33 532–33 542, 2021.

[19] A. S. Syed, Z. S. Syed, M. S. Shah, and S. Saddar, “Using
wearable sensors for human activity recognition in logistics:
A comparison of different feature sets and machine learning
algorithms,” International Journal of Advanced Computer Science
and Applications, vol. 11, no. 9, 2020. [Online]. Available:
http://dx.doi.org/10.14569/IJACSA.2020.0110976

[20] I. Serrano, O. Deniz, J. L. Espinosa-Aranda, and G. Bueno, “Fight
recognition in video using hough forests and 2d convolutional neural
network,” IEEE Transactions on Image Processing, vol. 27, no. 10, pp.
4787–4797, 2018.
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Abstract  Over the last two decades, the neural network has 

surprisingly arisen as an efficient tool for dealing with numerous 
real-life applications. Optimization of the hyperparameter of the 
neural network attracted many researchers in industrial and 
research areas because of its great effect on the quality of the 
solution. This paper presents a new adaptation for the learning 
rate with shock (ALRS) as the learning rate is considered one of 
the most important hyperparameters. The experimental results 
proved that the new adaptation leads to improved accuracy with 
a simpler structure for the neural network regardless of the initial 
value of the learning rate. 

 
Keywords  Artificial Neural Network, Adaptive Learning Rate, 

Breast Cancer, Hyper-Parameter optimization.  

I. INTRODUCTION 

Since the invention of the neural networks and with the 
rapid increase in data everywhere and  the recent increasing call 
of the terms of data analysis, classification, and forecasting. 
Artificial Neural Network (ANN) became widespread and 
commonly used especially in modern machine learning 
regarding its efficient results with high accuracy, which 
attracted a lot of researchers to use ANN  for solving different 
types of problems in different fields such as engineering, 
medicine, and physics [1].  

Even though the artificial neural network has proposed a lot 
of breakthroughs but it seems as a black-box Predictor, because 
of  the increase of the number of its parameters which rely on 
the size of the neural network as (Number of Hidden Layers, 
Number of neurons of each layer, learning rate). ANN structure 
with a diversity of its parameters is very provoking rich 
environment for researches, especially in the direction of 
improving the performance out of practicing some modification 
applied on the ANN algorithm via lot of optimization techniques 
that might be applied on ANN that may improve its overall 
performance which affect directly its performance. 

Optimization of the hyperparameters of the neural network 
starting from the number of hidden layers, number of neurons 
in each layer, the optimizers used, and the learning rate of the 
optimizer; is still a challenging area of research.  

The learning rate plays an important role in the accuracy of 
the neural network during training. Many attempts have been 
made to obtain the optimal value of the learning rate. Either by 
trial and error or by adapting the learning rate.  

Many trials to optimize the learning rate of the optimizers 
algorithm were done but through an exhaustive search by 
creating a big pool of learning rate and usually this learning rate 
is given as discrete values between 0 and 1 and then the model 

is trained using each learning rate to figure which is the best 
learning rate, this is considered computationally very expensive 
to try the entire pool of learning rate and will be 
computationally more expensive as the pool size increases, 
dataset size increases, complex neural networks, and the more 
generations the network have [2]. 

Thus making the optimization of the learning rate very 
expensive and time-consuming, while many others depend on 
setting the learning rate to a small value and counting on the 
momentum in the optimization algorithms to help escape local 

minimum and takes time to calculate and make an expense for 
calculating the momentum. 

Others do an exhaustive search like the learning rate but 
with the momentum to find the best learning rate along with the 
best momentum for the optimization algorithm by creating two 
pools, one for the learning rate and one for the momentum, 
which leads to the very long processing time to do all the 
combinations among the two pools [2]. 

The remainder of the paper is organized as follows. section 
2 presents a review on learning rate schedules from the 
literature. The proposed framework is presented in section 3. 
Section 4 represents the simulation. Results and discussion are 
presented in section 5. Finally, section 6 presents a work 
summary and conclusion. 

II. LITERATURE REVIEW 

Recently, different adaptive learning rate frameworks were 
presented. [3] Presented a learning rate scheme which is based 
on computing the Hessian of the loss function, the proposed 
framework is called AdaDelta. WNGrad is presented in [4], in 
which a weight normalization is used to adapt the learning rate. 
AdaBound and AMSBound are presented in [5], which depends 
on the moment for adapting the learning rate. 

Learning rate schedules in the literature could be presented 
in four categories [6]: 
1. Constant learning rate: in which the learning rate  is set 

initially to a constant number that is multiplied by the 
gradient and gradient may not be scaled during the learning 
process [7], [8].   

2. Scheduled learning rate: where learning rate is not constant 
during the training, but a function that decreases as learning 
progress either step-based, or time-based [7], [9] [11]. 

3. Adaptive optimization methods with the effect of changing 
learning rate: such as Adagrad and RMSProp [6], [12]
[18].  
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4. Finally, combined adaptive optimization methods and 
adaptive learning rate [8], [19] [21]. 

Unfortunately, despite the increased accuracy presented in 
many of researches, there is still some omission for the network 
complexity constraints which is a very important direction that 
should not be ignored, and this was the motivation for this 
research.  

III. PROPOSED FRAMEWORK 

Over the past years, a lot of research was presented to 
increase the efficiency of NN. One challenging task was the 
optimization of the hyperparameters of the neural network 
(number of hidden layers, number of neurons in each layer, the 
optimizers used, and the learning rate of the optimizer). One of 
the most important hyperparameters is the learning rate (LR). 

A. Learning rate 

LR is a positive scaler used in stochastic gradient descent 
(SGD) in order to determine the step length [22]. For the 
necessity of enhancing the accuracy, the LR must be adjusted 
manually during the training process [23]. In most cases, 
researchers have tried to optimize the learning rate by creating 
a big pool of learning rates that usually given as discrete values 
between 0 and 1. The model is trained using each learning rate 
to figure which is the best learning rate [2]. 

This is computationally very expensive to try the entire pool 
of learning rate and will also be computationally more 
expensive as the pool size increases, dataset size increases, 
complex neural networks, and the more generations the network 
has; thus making the optimization of the learning rate 
hyperparameter very expensive and time-consuming. 

So, the choice of a good constant LR is a very important but 
tricky task. The choice of a proper constant LR will train the 
network to a passable but unsatisfactory accuracy. 

LR schedule or varied LR over the training process is 
considered as an alternative choice for the fixed LR. In LR 
schedule, the performance or structure of the model controls the 
adaptation process of the LR supported by a learning algorithm 
[24]. 

For many researchers, linear LR decay is considered as the 
most popular choice for scheduling the LR, in which the LR is 
changed gradually based on time or step during the training 
process. The linear decay function for the learning rate is 

 , where  represents the initial learning rate and 

the decay rate respectively [2]. 
Due to the aforementioned problems with the constant LR 

and directed by the adaptation importance of the LR, a new 
adaptation scheme for the learning rate is presented to enhance 
the accuracy with more simplified structure for the network. 

 

B. Adaptive Learning rate 

SGD is considered as the base for many updating 
approaches. In SGD, the parameters updated for each sample or 
mini patch by the following formula: 

 (1) 
Where  holds the NN parameters (weights and biases), 

 are input with training sample  and the label 
respectively, E is the loss function and  is the learning rate. 

Increased value of the learning rate  increases the 
exploration and finding a new promising region for the optimal 
value for  but may not lead to converge as the convergence 
will be very slow. On the contrary, small values for  will speed 
up the convergence but may cause the loss of diversity and may 
lead to premature convergence or stagnation. 

So, in order to avoid premature convergence or stagnation, 
most updating methods were designed to decrease the learning 
rate during training phase. Actually, this helped in narrowing 
the search space and start to explore the narrow region for the 
optimal value of , but it becomes very difficult to reach the 
optimal as the small region to explore may contain lots of local 
optima. 

Therefore, a combination of decreasing the learning rate and 
increasing the learning rate by shock is a novel promising idea 
for handling the problems of premature or stagnation and to be 
able to skip the locals in the search space and find the optimal 
value for . 

A new learning rate update is proposed on the basis of the 
loss function. In which the learning rate is initialized randomly 
by only one single value between 0 and 1, i.e. , and 
the learning rate is updated during the training phase every 
predetermined (t) epochs and the model accuracy is less than a 
predetermined satisfactory level of accuracy (a%) in order to 
preserve the stability through the following equation: 

 (2) 

Where  are the values for the loss function in the 
previous epoch and the current epoch, respectively. This means 
that the value of  is initially random and decreased in the same 
decreasing rate of change in the loss function. In the early stages 
of the training process, the learning rate is high as the change in 
loss function is high and decreased in later stages as the rate of 
change in the loss function decreased.  

Premature convergence implies stuck in a local optimum, 
whereas stagnation describes losing diversity. So, in both cases 
there is no improvement in the solution. Any of the two cases 
may happen due to the adaptation of the learning rate. 
Therefore, a novel mechanism is proposed in order to avoid the 
problems of premature and/or stagnation called (Shock). In 
Shock, an archive of size (n) contains the last values for the loss 
function in each iteration is created. The learning rate ( ) is 
given a shock using the following equation:  

  (3) 
If the next condition holds: 

 (4) 

Where  contains the values of the loss function in 
an archive of size (n), Q is a certain threshold value (maximum 
value for ). Eqn.(4) indicates that the average for the last n 
values for the loss function is greater than the current value of 
the loss function, which means that the current value of  may 
cause a premature or stagnation. Therefore, shock is needed by 
Eqn.(3) to change the current value of  to a new range 
(between 0 and Q) of larger value in order to skip the local 
optima.  

The experimentations proved that the proposed novel idea 
is very efficient in terms of stability, robustness, and accuracy 
of the model with much simpler architecture for the network. 
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C. Dimensionality Reduction 

Dimensionality reduction is performed in this work as it is 
considered an important process required to increase the 
efficiency of the model.  

One of the most important techniques for dimensionality 
reduction is Principal Component Analysis (PCA), in which 
singular value decomposition of the data is used in order to 
project the data to lower dimensional space by finding the 
components with maximum variance. 

Given a statistical distribution of data in an L-dimensional 
space, PCA examines the distribution properties and obtained 
what so-
maximize the variance, and are a linear combination of random 
variables that maximize the variance in relation with 
eigenvalues of the covariance matrix.  

IV. SIMULATIONS 

In order to test the efficiency and accuracy of the proposed 
framework (ALRS), the Wisconsin Breast Cancer dataset is 
used [25]. 

A. Problem scope 

Recently, breast cancer has been become one of the highest 
causes of high death rate between women, A lot of researches 
said that between every eight women there is one woman 
diagnosed as a breast cancer patient. This was a powerful 
motive for us to apply our proposed model on breast cancer 
detection as a case study.  

Breast cancer could be proposed as some of the rapidly 
growing cells that have been converted to a lump which 
converted to be a tumor. We can classify Tumors as malignant 
or benign.  

B. Implementation details  

The model is trained and tested on the Wisconsin Breast 
Cancer dataset [25] which consists of 569 records with 32 
features. Dataset is divided to 90% for the training and 10% for 
the validation.  

PCA is applied to the correlation matrix in Figure 1 in order 
to reduce the dimensionality to the 10 most important features 
with an eigenvalue greater than 1.  The eigenvalues accumulate 
94.19% of the total variance as presented in Table .  

 
TABLE I.  TOTAL VARIANCE  

Component 
Initial Eigenvalues 

Total % of Variance Cumulative % 
1 13.288 42.865 42.865 
2 5.697 18.377 61.241 
3 2.835 9.146 70.388 
4 1.981 6.391 76.779 
5 1.649 5.319 82.098 
6 1.235 3.983 86.081 
7 .978 3.156 89.237 

8 .672 2.167 91.404 
9 .461 1.486 92.890 

10 .403 1.300 94.190 

 

 
Figure 1. Correlation matrix 

 
The structure of the NN consists of 10 neurons in the input 

layer (output from PCA), a dense hidden layer of 20 hidden 
neurons with the activation function ReLU, the output layer is a 
dense layer with 1 neuron and sigmoid activation function. 

Learning rate  is randomly initialized between 0 and 1. The 
model is trained using SGD (Stochastic Gradient Descent) 
optimizer starting with the initial random learning rate and 
updated by Eqn. (2,3 and 4), with momentum = 0, the loss 

, Q=2 and n=4. Number 
of epochs = 30, and number of iterations = 35. 

Class weights are assigned to be 75% weight change in case 
of a Benign and 25% weight change in case it is a Malignant as 
classes are skewed and the Benign appears less than the 
Malignant. 

The performance of the model is measured in terms of 
measurement indices which has been showing via the confusion 
matrix, accuracy, sensitivity, and specificity. Eqn. (5, 6 and 7) 
are used to obtain the metrices. Table II represents the 
confusion matrix. 

 
TABLE II.  CONFUSION MATRIX  

 Predicted Class 
Positive Negative 

Actual 
Class 

Positive  TP FN 
Negative FP TN 

 
Where: 
TP represents that observation is Correctly Identified 
TN represents that observation is Incorrectly Identified  
FP represents that observation is Correctly Rejected  
FN represents that observation is Incorrectly Rejected  

 (5) 

  (6) 

  (7) 

Accuracy 
accurately.  

Specificity measures the 
target class.  

Sensitivity 
identify the occurrence of the target class. 
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RMSE (Root Mean Square Error) is used as another 
measure for estimating the accuracy of the model and to assure 
that no overfit in the proposed model.  

All experiments were implemented and executed using 
python 3.7 on anaconda Jupiter notebook on a PC core i7-9750 
hexa-core processor with 16 GB RAM and 6 GB Nvidia GTX 
1660 TI graphics card. 

V. RESULTS AND DISCUSSION 

A. Results of the proposed framework (ALRS) 

The experimental results for breast cancer classification 
using the proposed model yielded a training accuracy 100% as 
depicted in Figure(2) with validation accuracy 98.25% which 
is very remarkable and proves the capability of the proposed 
model, as a remarkable accuracy is achieved with more simple 
NN architecture and adaptive learning rate with shock 
regardless of the initial value for the learning rate .  The 

0.315910 
RMSE (root mean square error) for both training and 

validation data are 0.0204 and 0.0823 respectively which 
excludes any chances of overfitting the model. 

The performance of the proposed model is evaluated using 
the performance measurement indices through the confusion 
matrix. The results are presented in Table III. 

 

 
Figure 2. Training accuracy 

 
TABLE III.  PERFORMANCE MEASURE INDICES  

Parameter measure 
Accuracy 98.24% 
sensitivity 95.45% 
Specificity 100% 

B. Comparison with other methods 

A comparison of the proposed model with other work from 
the literature [26] that applied to the Wisconsin breast cancer 
database [25] is presented in Table IV.  

It is clear from Table IV that the proposed model (ALRS) is 
better than the other approaches in terms of the classification 
accuracy. Except for  GONN3 and GONN4, that used an ANN 
that is genetically evolved to an optimal architecture (structure 
and weight) through the concept of Genetic Programming with 
proposed crossover and mutation operators. We reached the 
same accuracy 100% but with a simpler structure. 

 
 

TABLE IV.  COMPARISON WITH OTHER ALGORITHMS FROM LITERATURE 

Method Classification Accuracy % 
C4.5 94.74 
RAIC 95.00 
Neuro-fuzzy 95.06 
Fuzzy-GA 97.36 
LSA machine 98.80 
Supervised fuzzy clustering 95.57 
Fuzzy-AIRS 98.51 
SVM 99.54 
LS-SVM 98.53 
CFW 99.50 
Real Coded GA 96.50 
AMMLP 99.26 
Decision Tree algorithms 92.97 
ICA 97.75 
RF-ANN 98.05 
PSO (4-2) 94.74 
GONN1 98.24 
GONN2 99.63 
GONN3 100 
GONN4 100 
ALRS (proposed model) 100 

 

VI. CONCLUSION 

The heuristic search for the optimal values of learning rate 
is proved to be computationally expensive. Thus,  a novel 
framework (ALRS) for learning rate adaptation based on the 
loss function is presented in this research given that the initial 
value for learning rate is a uniform random number between 0 
and 1 and the momentum value is zero. For a better balance 
between exploration and exploitation for the search space to 
find the optimal learning rate, a shock idea is proposed to 
prevent the premature convergence or stagnation. i.e. avoid 
poor local solutions. PCA is augmented within the framework 
for dimensionality reduction purposes.  

The framework is tested on the Wisconsin Breast Cancer 
dataset. The experimental results proved that (ALRS) is able to 
achieve 100% accuracy with RMSE 0.0204 and 0.0823 for 
training and validation respectively, and (ALRS) is capable of  
skipping  the area leading to poor local solutions. It is also very 
stable as the model is able to achieve the desired accuracy 
regardless of the initial starting value for the learning rate. 

The results are compared with 20 models from the literature 
that used the Wisconsin Breast Cancer dataset. The comparison 
confirmed that the proposed model can achieve higher accuracy 
using a very simple structure for the network. 
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4.1.2 A Comparative Study of Machine Learning and Deep Learning in Network
Anomaly-Based Intrusion Detection Systems (Fall 2020)
Mohab Sameh et al., presented his paper "A Comparative Study of Machine Learning and
Deep Learning in Network Anomaly-Based Intrusion Detection Systems", which discusses
the application of artificial intelligence in the field of network refinement. [1]
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Abstract—This paper presents a comparative study of Machine
learning and Deep learning models used in anomaly-based
network intrusion detection systems. The paper has presented an
overview of the previous work done in the field of ML and DL
IDS, then an overview of the used datasets in reviewed literature
was presented. Moreover, ML and DL models were tested on
the KDD-99 dataset, and performance results were presented,
compared, and discussed. Finally, areas of future research of
critical importance are proposed by the authors.

Index Terms—intrusion detection, machine learning, deep
learning, comparative

I. INTRODUCTION

In the past decade, dependence on network-attached de-
vices has continuously grown. With such dependence, the
importance of securing network-attached devices has grown in
importance thus, network security has been an ever-evolving
field. Among other interests, research in network security
heavily aims to find methods to prevent malicious attacks to
be executed on networks. Such attacks can cause disastrous
outcomes organizations, industrial entities, governments, and
individual privacy. Intrusion Detection Systems (IDS) are
systems that aim to detect such malicious attacks, and are often
coupled with Intrusion Prevention Systems (IPS) to prevent
such attacks to bypass the implemented security measures and
affect the inter-connected devices within networks. Therefore,
Intrusion Detection Systems subjects of high demand and
development interest. Intrusion Detection Systems are mainly
divided into two main categories Network-based Intrusion
Detection Systems (NIDS) and Host-based Intrusion detection
Systems (HIDS), where NIDS are attached directly to the
network’s infrastructure fabric at critical network gateways,
on the other hand HIDS are installed on individual hosts that
are connected to the network. Within both IDS types, IDSs
can detect malicious attacks using two main detection meth-
ods: Signature-based Detection (aka misuse detection) and

Anomaly-based Detection [1] [2]. Signature-based detection
works by detecting a specific signature which resembles a
specific action set, while Anomaly-based detection works by
differentiating between what is considered a normal packet or
an abnormal one [1] [3]. Therefore, Signature-based detection
is very useful in extremely stable environments which are not
prone to change in potential attack methods, while Anomaly-
based detection is a much more suitable method of detection
of novel malicious attacks [1]. Therefore this paper will
focus on using Anomaly-based detection as it suits real-world
scenarios, where malicious attack signatures, are continuously
changing. Securing the network against any potential attacks
that might compromise the victim infrastructure is important.
However to achieve that, conventional techniques becomes
very weak when it comes to sophisticated attacks such as zero
day attacks. This has led the research community to work
on anomaly network detection. To prevent malicious use or
accidental damage to the network’s private data, its users,
or their devices. Many proposed works have shed the light
on using Machine learning techniques in network anomaly
detection in order to distinguish between malicious and benign
packets and use such techniques in the context of detection
of malicious packets in real time streaming networks [4].
Machine learning is a field in which computers are trained to
predict the state of newly fed data based on adequate amounts
of previously digested data given by humans as a verified fact.
Computers can execute such operations using many different
ML models, with each model usually having its advantages
and can excel in different use-cases [4]. In the context of
IDS, this paper reviews and compares many previous literature
which use many different ML models aiming to find the most
suitable model and methodology that can be used for effective
Anomaly-based IDS.

This paper aims to present a comparative study of the
reviewed existing literature in the field of machine learning
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and deep learning anomaly-based intrusion detection systems.
Moreover, this paper tests a selected set of machine learning
and deep learning models and illustrates a performance com-
parison between the utilized models.

II. DATASETS

This section introduces different types of datasets which
were used in other previous works and in this work. However,
to the best of our knowledge and our research we found
only these datasets which showed some drawbacks during our
experiments due to the age of creation. Such drawbacks are
further discussed by Divekar et al. [5], Sung et al. [6], and
Janarthanan and Zargari [7].

A. KDD-99 & NSL-KDD Datasets

KDD-99 dataset has been released on 1999 and is based on
a 7 week period of packet capture exports made by DARPA’s
IDS evaluation program in 1998. The KDD-99 dataset is
composed of nearly 4.9 million records of network packets,
some of which are normal packets and others which are
malicious attack packets. Each packet is listed based on 41
features and a target which identifies whether the packet is
a normal/attack packet. The dataset targets 5 different attack
classes, which break down to 22 different attack subclasses [4].
The dataset is available as a complete version containing 4.9
million records or a 10% version as a less resource intensive
alternative. The KDD-99 dataset, despite having some inherent
problems such as uneven data, outdated attacks, redundant
data, and high skewedness as discussed in [5], is still the most
widely used dataset for ML IDS training and performance
evaluation [8].

The NSL-KDD is an iteration over the KDD-99 dataset.
The NSL-KDD dataset utilizes the same feature and target set,
however, it aims to remove the inherent problems within the
KDD-99 dataset. Some of which are the removal of redundant
and duplicate records in order to avoid bias due to frequently
occurring records, providing less records while maintaining
relevance to improve performance on less resourceful training
and testing environments, and selection of records within each
difficulty level is based on an inversely-proportional relation-
ship to the percentage of records in the KDD-99 dataset. [2]

B. UNSW-NB15

The UNSW-NB15 dataset has been developed by Cyber
Range Lab of the Australian Centre for Cyber Security
(ACCS). The dataset has been extracted and derived from
100GBs of raw pcap data using the IXIA PerfectStorm tool,
and recognizes nine attack types being: Fuzzers, Analysis,
Backdoors, DoS, Exploits, Generic, Reconnaissance, Shell-
code and Worms. The dataset labels each vector based on
49 features with the target label. The UNSW-NB15 dataset is
considered by some to be a proper advocate as an alternative
for the popular KDD-99 dataset [5]. However, the UNSW-
NB15 has shortcomings; for example, the dataset contains
several features that are redundant and also affect the utilized
models’ accuracy [6] [7]. To add due to the dataset being

relatively new [7], not much work has been done utilizing the
dataset, therefore using the dataset as a benchmark for the
tested models might lead to misleading results.

III. RELATED WORK

The related work of ML and DL in anomaly-based IDS will
be reviewed and illustrated in the chronological order of ML
and DL pipelines as seen in the reviewed literature, which
is in the following order: Data collection, Pre-processing,
and Classification [9]. Figure 1 illustrates a ML and DL
IDS pipeline structure commonly used in reviewed literature
discussed in this section.

A. Data Collection

Despite some inherent problems in the KDD-99 dataset, it
is considered the default bench marking standard in ML and
DL IDS performance evaluation [10]. It has been found that
most of the reviewed literature utilizes the KDD-99 dataset
in the data collection phase such as in [8] [11] [12] [3]. A
closely-popular choice is the NSL-KDD dataset, which has
been utilized in [2] [13] [14]. Moreover, other datasets has
been used such as the ISCX dataset in [15] and UNSW-NB15
dataset as used in [5] [10]

B. Pre-processing

In the previous reviewed literature, it has been found that
the pre-processing pipeline mainly consists of two stages:
numericalization of categorical features, and standardization
of highly variant data. To elaborate, the KDD-99 dataset has
three categorical features: protocol type, service and flag [4],
all of which need to be labeled as numerical representations of
such categorical features [2] [8]. In the reviewed literature, it
has been observed consistent popularity of usage of One-Hot
Encoders and Label Encoders in the numericalization of the
categorical features in the used datasets such as in: [16] [3].
However, other methods of encoding has been used such as
the proposition of a novel Non-Symmetric Deep Auto-Encoder
(NDAE) in [8]. Moreover, in the next stage of pre-processing,
standardization of highly variant data aims to scale data into
numerically similar range around the mean of the distribution,
and scaling by the standard deviation value. Standardization of
highly variant features is a common practice among reviewed
literature as observed in [5] [17], the authors of this paper
believe that the need of standardization originates from the
flexible nature of network usage spikes, which reflects onto
packet features being highly variant.

C. Classification

This section illustrates the usage of different classification
methods in the reviewed related literature.

Mainly, the utilization of ML classifiers and DL classifiers
has been observed. Moreover, such observations will inspire
this paper to further test a select set of highly-performing
classifiers to be further tested and compared on a local testing
environment [18].

Previous work has utilized classifiers such as Support Vector
Machines (SVM) [19] [20], K-Nearest Neighbors (KNN) [21],
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Fig. 1. ML and DL IDS pipeline structure commonly used in literature

Decision Trees (DT) [20] [22], Ensemble Classifiers [23] [4]
[24] [5], Naive Bayes (NB) [25] [5] [4], and Deep Neural
Networks (DNN) [26] [27] [10].

IV. EXPERIMENT

A review of the common promising ML and DL models
from the previously reviewed literature will be recreated, ana-
lyzed, and discussed in detailed. Moreover, the most suitable
select set of models will be indicated.

The experiment was done on a local testing bench with the
following specifications: AMD Ryzen 3600 6 Core, 12 Thread
CPU, 16GB 3200Mhz CL16 Memory, AMD Radeon RX 570
8GB GPU, Crucial MX300 256GB Sata SSD, Windows 10
Pro (v.1909), Anaconda3(1.9.12) w/ JupyterLab(1.1.4).

A. Data Collection

As illustrated by Shone et al. [8], the popularity of the KDD-
99 makes it considered by some to be the de facto standard of
IDS ML and DL testing datasets. Therefore the authors of this
paper decided to test the use of the select ML and DL models
on the commonly-used KDD-99 dataset in practice which can
reflect the findings relative to a common benchmark.

The KDD-99 dataset is publicly available on University of
California Irvine Knowledge Discovery in Databases Archive.
A comparison of both the 10% and full corrected versions of
the dataset will be denoted, therefore, both dataset versions
will be attained in the data collection stage. Both versions of
the KDD-99 datasets will be utilized, as it was illustrated in
I the larger version of the dataset scales up the frequency of
the common classes while keeping unchanged frequencies on
the least 2 common classes. Therefore, it is of critical impor-
tance to test how various models perform in an environment
which resembles high skewness in common class occurrence
frequency.

B. Pre-processing

1) Data cleansing: Data cleansing is performed on the
dataset, as the presence of non-cleansed data can cause unde-
sirable effects on the final models’ results. First, the authors of
this paper verified the inexistence of null values within both
dataset versions, and no nulls were found in both corrected
KDD-99 dataset versions. To add, due to the high variance in
the dataset features, standardization of highly variant data was
performed on both datasets to improve classifier performance
during the classification stage.

2) Analysis and Visualization: General analytics of
the dataset is performed for visualization and further
understanding of the dataset construction.

TABLE I
ATTACK CLASSES AND FREQUENCY OF OCCURRENCE IN 10% AND FULL

DATASET

10% KDD-99 Dataset Full KDD-99 Dataset
Dos 391458 3883370
Normal 97278 972781
Probe 4107 41102
R2L 1126 1126
U2R 52 52

Table (I) illustrates each attack class and the frequency of its
occurrence in both dataset versions is observed. This outcome
is of critical importance as the high variation in class frequency
can cause high detection difficulty in less common classes.

3) Feature selection: 2 illustrates a correlation heatmap of
the dataset’s features is display, which shall be used to identify
extremely-correlated features which can be dropped. Since the
authors have utilized the corrected version of the dataset, no
extremely correlated features have been identified. However,
the heatmap still is useful for further analysis of the dataset
as it identifies features which are highly-uncorrelated and can
affect the model’s accuracy positively.
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Moreover, there were 2 features which had less than 2
occurrences of unique values, which were the ’is host login’
and ’num outbound cmds’, therefore such features were con-
sidered redundant features and have been dropped to further
decrease unnecessary performance overhead on the models.

Fig. 2. 10% KDD-99 features correlation heatmap

4) Label encoding: In the label encoding stage, three
categorical features ’protocol type’, ’flag’, and ’service’ were
found and scikit-learn Label Encoding was utilized to encode
those features’ values into numerical representations.

5) Scaling and Splitting Dataset: Scaling has been done
using the Min Max Scaler and splitting of the data is done
using the scikit-learn python library. The dataset was split into
training and testing datasets of a test-to-train ratio of 0.2.

C. Classification

A select choice of models which showed promising results
in reviewed literature will be tested. The authors will utilize
scikit-learn library to perform the models previewed within
subsections (1-7), and the Keras classifier library will be
utilized in subsection (8). Moreover, scores and metrics of
all models will be illustrated on the basis of precision, recall,
f1-score, and support metrics. A detailed descriptions of the
metrics is presented below:

Precision:
The average precision (AP) scores are computed as a value
between 0 and 1, with 0 referring to a model with 0% accuracy
and 1 being a model achieving 100% accuracy. AP is defined
as:

Precision =
TP

TP + FP
(1)

where TP is the number of positive items flagged as positive
by the model and FP is the number of negative items flagged

TABLE II
PERFORMANCE RESULTS OF UTILIZED MODELS ON BOTH 10% AND FULL

VERSION OF KDD-99 DATASET

SVM KNN GNB DT RF LR GBC KC

10%
KDD-99

Training
Time

(seconds)
66 263 0.5 1.1 7.11 12.73 353 300

Testing
Time

(seconds)
6.5 226 0.38 0.01 0.39 0.02 1.2 0.5

Training
Score 0.99 0.99 0.88 0.99 0.99 0.99 0.99 0.99

Testing
Score 0.99 0.99 0.88 0.99 0.99 0.99 0.99 0.99

Full
KDD-99

Training
Time

(seconds)
2472 - 5.39 15.8 119 146.9 4019 2900

Testing
Time

(seconds)
202 - 3.41 0.64 4 0.21 10.1 4.3

Training
Score 0.99 - 0.88 0.99 0.99 0.99 0.987 0.99

Testing
Score 0.99 - 0.88 0.99 0.99 0.99 0.99 0.99

as positive by the model.

Recall:
Recall, also known as Sensitivity or True Positive Rate (TPR),
calculates the ratio of all correctly detected vectors within the
data to all vectors that should be detected in an ideal case.

Recall =
TP

TP + FN
(2)

where TP and FN are True Positives and False Negatives,
respectively. True positives being the items that were correctly
detected by the model, and false negatives being positive
items that were not detected by the model.

F1-score:
F1-score is the harmonic mean of both, precision and recall,
and reflects a score of the model’s accuracy.

F1 =
2 ∗ TP

2 ∗ TP + FN + FP
(3)

where Rn and Pn are the precision and recall at the nth
threshold. With random predictions, the AP is the fraction of
positive samples.

Support:
Support is the number of occurrences found of each class of
items in the dataset.

V. EVALUATION AND RESULTS

As illustrated in III, the various models were utilized and
the performance was measured based on precision, recall, f1-
score, and support. Performance was tested on both the 10%
and full versions of the KDD-99 datasets.
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TABLE III
RESULTS OF ALL TESTED MODELS ON BOTH THE 10% AND FULL VERSION OF KDD-99 DATASET

10% KDD Full KDD
Precision Recall F1-score Support Precision Recall F1-score Support

SVM

dos 1.00 1.00 1.00 78439 1.00 1.00 1.00 776980
normal 1.00 1.00 1.00 19260 1.00 1.00 1.00 194138
probe 1.00 0.98 0.99 872 1.00 0.98 0.99 8311
r2l 0.93 0.91 0.92 223 0.87 0.75 0.81 247
u2r 1.00 0.18 0.31 11 1.00 0.18 0.31 11

KNN

dos 1.00 1.00 1.00 78439 - - - -
normal 1.00 1.00 1.00 19260 - - - -
probe 1.00 0.99 0.99 872 - - -
r2l 0.95 0.96 0.95 223 - - - -
u2r 0.83 0.45 0.59 11 - - -

GNB

dos 0.98 0.94 0.96 129106 0.98 0.95 0.96 1281483
normal 0.97 0.64 0.77 32167 1.00 0.62 0.76 321021
probe 0.09 0.99 0.17 1348 0.10 0.97 0.18 13594
r2l 0.29 0.39 0.33 387 0.03 0.44 0.06 365
u2r 0.01 0.74 0.01 19 0.00 0.90 0.00 20

DT

dos 1.00 1.00 1.00 129106 1.00 1.00 1.00 1281483
normal 0.98 0.98 0.98 32167 0.98 1.00 0.99 321021
probe 0.55 0.90 0.68 1348 0.99 0.64 0.78 13594
r2l 0.00 0.00 0.00 387 0.00 0.00 0.00 365
u2r 0.00 0.00 0.00 19 0.00 0.00 0.00 20

RF

dos 1.00 1.00 1.00 129106 1.00 1.00 1.00 1281483
normal 1.00 1.00 1.00 32167 1.00 1.00 1.00 321021
probe 1.00 0.99 0.99 1348 1.00 0.99 1.00 13594
r2l 0.98 0.96 0.97 387 0.96 0.93 0.94 365
u2r 0.93 0.68 0.79 19 1.00 0.20 0.33 20

LR

dos 1.00 1.00 1.00 129106 1.00 1.00 1.00 1281483
normal 0.98 1.00 0.99 32167 0.99 1.00 1.00 321021
probe 0.98 0.90 0.94 1348 0.98 0.90 0.94 13594
r2l 0.84 0.82 0.83 387 0.14 0.02 0.03 365
u2r 0.86 0.32 0.46 19 0.50 0.05 0.09 20

GBC

dos 1.00 1.00 1.00 129106 1.00 1.00 1.00 1281483
normal 1.00 0.95 0.97 32167 1.00 1.00 1.00 321021
probe 1.00 0.65 0.78 1348 1.00 0.98 0.99 13594
r2l 0.13 0.77 0.23 387 0.70 0.66 0.68 365
u2r 0.28 0.79 0.42 19 0.64 0.35 0.45 20

KC

dos 1.00 1.00 1.00 129106 1.00 1.00 1.00 1281483
normal 1.00 1.00 1.00 32167 1.00 1.00 1.00 321021
probe 0.99 0.98 0.99 1348 0.97 0.99 0.98 13594
r2l 0.86 0.89 0.87 387 0.00 0.00 0.00 365
u2r 0.00 0.00 0.00 19 0.00 0.00 0.00 20

VI. DISCUSSION

SVM and KNN models showed promising accuracy scores
in the less common classes ’r2l’ and ’u2r’, but both models
fell behind significantly in terms of training and testing times,
which rises concerns whether SVM and KNN can be deployed
in real time detection considering high bandwidth and time-
critical networks. Moreover, the KNN model was unable to
finish training during a 24-hour period, therefore the test was
aborted and KNN was considered unsuitable for real-world
usage.

Furthermore, LR showed satisfactory accuracy scores, ex-
cellent training time, and outstanding training time in the
10% dataset, however, the model fell behind significantly in

the training time and accuracy of the full dataset in the less
common classes; therefore, it shall further be investigated
whether the model can be used in a real time detection on
a non-time critical environments or whether the model can be
utilized in an offline-learning ML IDS.

The GBC and KC model showed adequate accuracy scores
in the common classes; however it fell behind significantly in
the less common classes showed unsatisfactory training and
testing time in both datasets.

Moreover, GNB and DT were able to achieve excellent
training and testing time in both versions of the dataset;
however, the shortcomings of both models in an IDS context is
clear due to the overall low average accuracy scores achieved
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in the less common attack classes.
Finally, the RF model showed outstanding accuracy in all 5

classes, while achieving satisfactory training and testing times.
Despite falling behind in training time of the larger dataset,
RF was able to achieve extremely satisfactory results even in
both dataset versions, which was remarkable considering the
significant accuracy drop other models suffered from when
being tested on the full dataset. Therefore, the RF model’s re-
sults were considered extremely promising and further testing
of the model is highly recommended.

VII. CONCLUSION AND FUTURE WORK

This paper presents a comparative study of ML and DL
models used in anomaly-based network intrusion detection
systems. The paper has presented an overview of the previous
work done in the field of ML and DL IDS, then an overview
of the used datasets in reviewed literature was presented.
Moreover, ML and DL models were tested on the KDD-99
dataset, and performance results were presented and compared.
Various models showed specific advantages and disadvantages
and no specific model was considered completely superior
over other models, however, the RF model showed promising
results and shall further be tested in a real-world IDS scenario.

Furthermore, it should be noted that the field of ML and DL
IDS is relatively new and further research is extremely needed.
Therefore this paper lays the ground for future work to be done
especially in the areas of online-learning ML and DL IDS.
To add, another recommended field of research is improving
current datasets, as the datasets available showed inherent
problems such as being dated and unrepresentative of modern
network attacks. Finally, another important area of research is
targeting mobile-specific network attacks, either by providing
specialized mobile IDS network datasets or providing mobile-
specific ML and DL IDS architectures.
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50 Chapter 4. Conferences

4.2 Summer 2021
4.2.1 Can pose classification be used to teach Kickboxing?

Two students Abdelaziz Ashraf and Eriny Wessa have published a research paper at the
international conference ICECET hosted in South Africa. Their Paper proposed a system to
teach kickboxing to beginners using pose estimation and classification [23].
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Abstract—Kickboxing is a combat sport, based on kicking
,punching, Knee and elbow strikes and defence moves. Every
kickboxing technique needs to be preformed a specific way, As
there is correct postures and wrong postures to every technique.
In this paper, we offer a system that can facilitate the beginners
trainees to learn kickboxing. The system uses a camera to
estimate poses and then, classify them into ”correct techniques”
and their common mistakes or ”wrong pose” using ANN. Live
feedback is offered by the system. Whenever the classifier
recognize a wrong pose, a message is shown to indicate how
to correct the posture. Our hypothesis is that, when trainees
have the ability to see and recognize their wrong posters, they
learn faster. We evaluate the progress of the trainees based on
the time it takes to complete a simple kickboxing exercise. Two
types of experiments were conducted. The first calculated the
progress of trainees everyday, the other calculated the progress
of trainees through three training sessions in the span on two
hours. Our results show that time taken by users to preform the
moves decrease with each time they use our system. This paper
focuses on 3 kickboxing techniques, which are slipping, jab and
front kick.

Index Terms—pose estimation, Neural Networks, Kickboxing,
classification

I. INTRODUCTION

Martial arts are a common combat tradition, That helps
people learn self-defence and different styles of combat. Over
the past fifty years, there has been a steady increase in the
number of individuals that learn different types of martial
arts. Martial arts have different types that focus on striking
punches and Kicking, such as Karate, kickboxing, taekwondo,
judo. Kickboxing is a popular martial-art, practised for fitness
and self-defence. Despite the sport’s popularity, It can be
dangerous to practise without supervision, As injuries are
common. Furthermore, Kickboxing techniques need to be
performed with a specific pose or a stance, which means
that there are often correct poses and wrong poses for every
technique.

In order to avoid injuries and guarantee the quality of
learning, trainees seek supervision from professional trainers.
Unfortunately, martial art classes tend to have a large number
of students, and trainers find it difficult to pay attention to

(a) Jab Punch Correct
Pose

(b) Jab Punch Wrong
Pose

Fig. 1: Jap Punch

(a) Front Kick Correct
Pose

(b) Front Kick Wrong
Pose

Fig. 2: Front kick

every student individually. Trainers must monitor each student
and take care if any of them has a wrong posture. This process
can be time consuming and error prune. Similarly, trainees
might try to learn from online videos, which has no way to
prove the quality of learning and might lead to injuries

Kickboxing has four categories of techniques. Which are
Punching, Kicking, defence, Knee strikes and elbow strikes.
This paper focuses on the Jab punch, the front kick and the
slipping defence techniques. Each one of these techniques has
a common mistake. Firstly, the Jap punch must be preformed
by the lean hand while the dominant hand is protecting the
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(a) Slipping Technique
Correct Pose

(b) Slipping Technique
Wrong Pose

Fig. 3: Slipping Technique

face as in fig 1 (a), many beginners and professionals forget
to protect their face which leaves them vulnerable to an attack
As shown in fig 1 (b). Secondly, when preforming a front kick
it is a common mistake to not keep the hands close to the chin,
which is important to protect the neck and head from a counter
attack. furthermore, in order to keep balance, the other leg
must be slightly bend as in fig 2 (a). Shown in fig 2 (b) are the
wrong positions of front kick. lastly, in the slipping technique
it is important to keep the hands in a blocking position and
also to lower the body as in fig 3 (a). Shown in fig 3 (b) is a
user standing to full height, which makes it easy for incoming
punches to hit him. Therefore, it is important to stay low while
preforming a slip and not to stand still.

The pose classification problem has been researched before,
and different approaches have been implemented. One of the
most well know ways to capture this type of technique is by
sensors or video. [14] used a multi sensor and a camera to get
the trajectory of the limbs preforming kickboxing techniques.
[8] used a video as input to extract key frames. Another
example [4] used sensors to record movement for karate to
classify them as correct and wrong moves.

One of the Challenges of real time pose classification is
that we need to be fast and reliable to classify these poses
in live video. Real time pose classification and providing real
time feedback is a time sensitive presses. Therefore, accruing
high accuracy while maintaining the fast processing time is a
challenge. Another challenge is the pose estimation of users of
different heights. The height of the trainee makes a difference
when extracting the key points of the pose. Furthermore, The
colours of the outfit also is a challenge because darker colours
makes it difficult to detect the key points of the trainee. The
research question of this paper asks if we can teach kickboxing
using pose classification. Therefore we must have a parameter
by which we calculate the learning rate. In the scope of this
paper, we measure the learning curve by the time it takes a
user to perform the kickboxing exercise correctly to see if
there any progress.

In this paper we propose a system to detect and estimate
the user’s pose using PoseNet, Then classify the correct posses
into ”slip”, ”Jab” or”front kick”. Furthermore, the classifica-
tion mode recognizes a common mistake for each pose. The
classification model is made using ANN neural network and

ML5. If the Wrong pose is detected,the system justifies the
right position for the user. We used ANN neural network and
ML5 to be able to run our system with less processing and less
time. Moreover ANN has the ability to work with incomplete
knowledge. Furthermore, given our small data-set, the ANN
model can easily provide real time feedback. In the end, we
used ANN to have a simple model to detect the common
mistake for each pose. Finally, the system calculate the time
taken by the user to perform each technique correctly and
calculate the total time taken to perform all 3 techniques.

Two types of experiments were conducted. These experi-
ments objective is to measure the learning time to preform
a simple Kickboxing exercise. Therefore, In this paper we
measure the exercise completion time of each participant . The
first experiment monitors the progress of trainees throughout
three days. The second experiment monitors the progress of
trainees throughout three sessions on the same day. The main
contribution of this paper is to measure the learning rate of
the trainees, by comparing the time taken by them to complete
a simple kickboxing exercises. Our hypothesis is that by
pointing out constructive real time feedback to the trainee’s
common mistakes, it will make it easier for them to learn
kickboxing.

II. RELATED WORK

Various fields could be related to our system. We cate-
gorized the previous works into three categories. Firstly, we
discuss previous work that focuses on teaching activities with
the help of pose classification. Secondly, we discuss previous
work that focuses on pose detection. Finally, we discuss
previous work that focuses on activity recognition.

A. teaching and tracking progress

P.Thiparpakul et al., [15] proposed a system to teach Muay
Thai. Their system is an offline program that uses Microsoft
KINECT 2.0 and Unity3D. They proposed a Check Enter
Similarity (CES) algorithm to compare the student movements
to that of the saved trainer 3D model. After conducting an
experiment they reached the result that on average the score
of students training with a trainer was 74.25% and the score of
students that trained using the program was 86.75%. Wennrich
et al., [19] used Virtual Reality and motion capture with a
Kinect camera to train students in Karate. similarly, Trejo et
al. [16] proposed a system for teaching yoga. They used kinect
and Adaboost algorithm to detect yoga posses. The system
also provide instructions to improve the student’s pose. Their
system reached a confidence value of 92%. kipp et al., [9]
proposed an Artificial Neural Network model that can predict
the height of a counter movement jump for an athlete given
the resistance training volume load. They recorded 21 athlete’s
volume load and jump performance for 15 weeks. Their model
was able to predict counter movement jump performance with
average error of 1.47cm. Wang et al., [17] proposed a system
to act as an AI coach system for skiing. Taking a video as
input, the system detect subjects, estimate poses and classify
”good poses” and ”bad poses”, highlighting bad posses so
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Fig. 4: System Overview

that the student can check them. They developed a human
detector to track one person through out the whole video,
this tracking system is similar to the R-CNN models used
in [5] [13]. Regarding the classification module, the classified
common mistakes like bending the hips, crossed snowboard
and bending the knees with f1 score of 83.4, 24.8 and 76.4
respectively. Bassel Emad et al., [4] proposed a smart coaching
system for karate. They used Kinect’s infrared sensor to record
player’s movements, then classified these movements using
Fast Dynamic Time Wrapping, Support Vector Machine, K
Nearest Neighbours and Decision Tree. They classified move-
ments included correctly preformed movements and common
mistakes. A report is shown to the player at the end to highlight
wrong moves. This type of personalized feedback is adapted
in our system They reached accuracy of 91.07% on F-DTW,
81.25% on SVM, 73.21% on KNN and 63.39% on DT.

B. pose detection and classification

[14] were used multiple Devices (optical motion capture
system,cameras and infrared markers) on 42 people. Data are
recorded in 3d points. PCA used on trajectory data to reduce
features and remove correlations. They used KNN and multi
class linear SVC.The Accuracy of limb classification in KNN
and SVC (98%,99%) respectively,and technique classification
(86% , 86.7%) respectively.

Bezobrazov et al., [2] used PIQ ROBOT with LVQ-nets
neural networks to recognize tennis gestures. Their classifier
reached accuracy of 90%, although it had poor accuracy in
detecting similar gestures.

Zhi-chao et al., [20] proposed a system to detect key poses
in wight lifting. They used FCN to exclude background noise,
then used CNN for key point classification. The classification
model reached accuracy of 95.23%

Holatka et al., [7] manged to classify correct setting tech-
niques in volleyball. They used inertial measurement unit and
EMG mussel sensors. They used a LSTM Recurrent neural
network model for classification. Their system reached F1
score of 0.74. Similarly, Jian et al., [8] proposed a system
for extracting key frames in weightlifting videos. they used
Fully Convolutional Networks to extract the frames and CNN
for pose estimation. their algorithm ac hived 98.7% accuracy.

Choi et al., [3] proposed a system to classify posses in real
time to some labeled activities like sleeping or writing...etc.
They used a small camera and refined a ANN and deep
learning algorithm to classify the posses. They compared
between different numbers of hidden layers and the averaged
accuracy of all of them was 82.03%. A similar system was
developed by Park et al., [12]. They proposed a system for
pose categorization based on an image, they also developed
an algorithms that determines the activities using a frequency
based method. The goal of both systems was to predict the best
thermal environment and using the metabolic rate. they used
DNN for pose classification.they reached accuracy of 98.9%

He et al., [6] proposed a system to detect and classify poses
from a surveillance video, using a single camera. They divided
the problem into two steps, the extraction of silhouettes and
pose classification. For extracting silhouettes, they modified
the algorithm proposed by [18] and used an approximate
median filter [10]. Regarding the pose classification, they
had two classes normal pose or hands raised. they used Star
Skeletonization to classify posses. they reached accuracy of
95.15%.

C. activity recognition

Baumbach et al., [1] used smartphones and smartwatches
to recognize sports activities. They compared several machine
learning and deep learning algorithms. Some of the machine
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Fig. 5: Second Experiment Environment With A Trainee

learning algorithms used were Naive Bayes with Gaussian
Kernel, linear SVM and decision trees. The machine learning
algorithms reaches maximum accuracy of 80%. they Proposed
a Deep neural network that reached accuracy of 92%.

Moran et al., [11] demonstrated a sensor based system to
generate Representative data and to detect various actions like
running jumping and landing. They used Discrete Wavelet
Transform to extract data from sensors. The extracted data
was then fed into a random forest classifier. Using acceleration
sensors alone, the classifier reached 98% accuracy.

Throughout this section, we have demonstrated that this
problem has been tackled by different approaches in the past.
However, we need to highlight that most of the related work
needed to use devices like sensors or smartwatches for pose
and activity detection [14] [2] [7] [1] [11]. Although, some
related work only used one camera like our proposed system
[6] [3]. Moreover, our proposed system works in real-time.
Meaning that the whole system works using a live camera
for the input and shows real-time feedback as the trainee is
training. This is an important point because students are more
likely to learn quickly if they can see their mistakes as they
are training. Also, real-time feedback is not common in related
work to this problem, as highlighted before in the works of
[15] [19] [9] [17] [4] [8].

III. METHODOLOGY

A. Data set

We collected data from 7 different participants that per-
formed the right and wrong pose for each of the three
techniques. The data-set was collected from different users
with different heights ranging from 155 cm to 186 cm and
ages ranging from 21 to 25, 6 participants were males and 1
participant were female. Moreover, While collecting the data
set there were different lighting conditions and different se-
tups. Furthermore, each participant in the data collection used
their laptop to collect the data, to have different processing
environments and different camera qualities. We collected the

pose estimation data of the participants using ml5 PoseNet,
performing each technique correctly in 15 sec and its common
mistake in another 15 sec. Pose estimation data has 34 key
points of each participant, which represent the correct poses
and the common mistake. Finally, we were able to collect
a data set that contains of 34 land markers points which
represent the joints, and also the label for the classified pose.

B. Proposed system

We propose a system that estimate poses and recognize
three kickboxing tetchiness, the system also classifies ”good
techniques” and ”common mistakes.” The Artificial neural
network classifies the incoming estimated poses into six cate-
gories, three correct posses and one common mistake for each
pose. We used PostNet which is based on the MobileNetV1
architecture for poses estimation in both the data collection
phase and also the deployed version. We then used the ANN
model to develop a system. The ANN model is built-in ml5
neural network helper module that has a 34 inputs and 6
outputs. The ANN model has a 3 layers (input , one hidden
layer , output). The 34 inputs represent the key points of
the pose which the model takes and classify this poses into
6 outputs, these 6 outputs have 3 correct techniques and 3
common mistakes. The system tracks the time it takes to
perform a simple beginner exercise which is slipping then Jap
then a front kick. The system calculate time in mil-sec then
convert it to seconds. The system records the time spent in one
move and the total time spent to correctly perform all three
moves.

When the system starts, it asks the user to stand far enough
to show their whole body. Then once the whole body is
visible, pose estimation using PoseNet starts. The ML5 neural
network classifies 5 posses every second. The system prompts
the user to perform the Three techniques Which are Slip, Jap
and front kick. The trainee performs a technique in which
his pose gets recorded, and then compares the Trainee Pose
technique to a trained model by ml5 neural network. If the
trainee Performed a wrong technique, The model detects it
and shows them how to correct it. The system calculates the
time spent by the trainee to perform each technique and time
spent on performing all three techniques.

IV. EXPERIMENT AND RESULTS

For the purpose of this study, we have collected a Data
set for the ANN classifier. Furthermore , we conducted two
types of experiments, with different participants. The Two
experiments used PoseNet for pose estimation, and ANN
for pose classification. This section will discuss the two
experiments to measure the learning progress across days and
across same day. Experiment one was done online, meaning
that participants were asked to use our system daily from their
own homes and record their results. Experiment two was done
is a controlled lab environment. Also, due to the pandemic
few voluntaries accepted the invitation to join the experiment.
However, using a small testing data, we were still able to reach
results that worth discussing.
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Fig. 6: Average Time Of First Experiment, Where Participants
Are Asked To Use Our System Daily

Fig. 7: Average Time Of Second Experiment, Where Partici-
pants Are Asked To Use Our System 3 Times In The Same
Day

Fig. 8: Average Time Taken By Participants To Complete The
Experiments

Fig. 9: Same Day Experiment. Time To Preform Exercise
Correctly Decreases With Each Use Of Our System.

A. Experiment one

This section will discuss the first experiment to measure the
learning progress across days.

1) Objective: The first experiment objective was to use our
system for three consecutive days to track their progress.

2) Setup: The first experiment setup was 5 users aged from
21 to 26, one female and four male, every participant had

different lighting conditions and different processing specs,
and they tested our system with their personal computer, and
the users were standing two meters away from the camera.

3) Method: The system prompts the users to perform a
technique, these techniques are slipping, jab, and front kick.
Whenever the user performs a technique correctly the system
moves to the next. However, if the system classifies any of
the techniques as ”wrong poses”, a message shows the user
how to correct the technique. Some examples of the messages
are ”Protect your face.” and ”Get lower”. Finally, the system
shows the time taken by the user to perform all the techniques,

4) Result: The results from the first experiment shown in
fig 6 show that the average time taken by users to preform the
exercise correctly decreases each day. The average time of the
third day is less than half that of the first Day. Proving that
the personalized feedback provided by our system improves
the users performance.

B. Experiment two

This section will discuss the second experiment to measure
the learning progress across same day.

1) Objective: The second experiment objective was to use
our system for three consecutive sessions with 30 minutes
break in one day to track their progress in performing the
three techniques.

2) Setup: The second experiment setup was sixteen users
aged from 19 to 24, two female and fourteen male, This
experiment was conducted in a controlled environment, with
the same lighting conditions and the same processing power,
and the same camera quality in figure 5, where the black spot
is where the trainee stands and The laptop camera captures
the trainee poses.

3) Method: The system prompts the users to perform a
technique, these techniques are slipping, jab, and front kick.
Whenever the user performs a technique correctly the system
moves to the next. However, if the system classifies any of
the techniques as ”wrong poses”, a message shows the user
how to correct the technique. Some examples of the messages
are ”Protect your face.” and ”Get lower”. Finally, the system
shows the time taken by the user to perform all the techniques,

4) Result: The result of the second experiment, Which was
conducted in a controlled environment, can be seen in fig 7.
These results show that improvements in trainees performance
was visible even one day of using our system. Furthermore,
A box plot can be seen in fig 9 which highlights the progress
in the learning rate of the participants. We observed that the
top third users that preformed the exercise in the shortest time
between 6 and 13 seconds, where between 155 and 175 in
height. These users were also aged between 18 and 20 years
old.

C. Accuracy

After conducting the experiment, we calculated the total
predictions of users in experiment two. We have 16 users
and each user preform the technique 3 times, so in total we
have 144 prediction 16×3×3. Furthermore, we observed and
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calculated number of predictions our system declassifies the
pose and it was 15, so we calculated the number of successful
predictions 144− 15 = 129.

No. of successful predictions

No. of total predictions

Accuracy =
129

144
= 0.89

V. CONCLUSION AND FUTURE WORK

In conclusion, pose classification can be used to teach
a variety of activities, including kickboxing. Therefore, we
proposed a system that teaches beginners how to kickbox.
Our system estimates poses using PoseNet, which is based
on the MobileNetV1 architecture. Moreover, our system uses
ML5 for pose classification. The classifier can detect three
kickboxing techniques, which are slip, jap and front kick.
Furthermore, the classifier detects a common mistake for every
technique, and the system displays a message to the user to
help them correct their pose. We conducted two experiments
to test this system ability to teach kickboxing. Participants
were asked to use our system for three consecutive days
in the first experiment. Meanwhile, participants were asked
to use our system for three sessions on the same day in a
controlled environment in the second experiment. The results
of both experiments demonstrate that with each usage of our
system, the average exercise completion time for participants
decreases.

Because of the Corona pandemic, there were many Lim-
itation, among these obstacles, the collection of data-set for
training our model, and find participants to try our system
and gather from them their learning process. Our aim in
this paper is to detect the common mistakes of beginners
and help them learn kickboxing. Future work for this paper
includes detecting more advanced Kickboxing techniques and
capturing the body moves due to its in continuous motion.
Moreover, using Dynamic Time Warping for more complicated
kickboxing techniques and body motion will result in more
accurate outcomes. Furthermore, This methodology can be
implemented in other applications, for example, teaching other
forms of martial arts or dances. Some future work might also
include an improved user interface, or more specified detection
of common mistakes. For example, highlighting the body part
responsible for the wrong pose.
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4.2.2 Exam Cheating Detection System with Multiple-Human Pose Estimation
Two students of Computer Science Mohamed Amr and Youssef Maged for publishing their
scientific paper to the IEEE Xplore as part of the IEEE International Conference on Computing
(ICOCO). Mohamed and Youssef presented their paper "Exam Cheating Detection System
with Multiple-Human Pose Estimation" which proposes a system that tracks cheating during
exams with the presence of multiple students. The system can detect whether or not a student
is cheating by continuously validating their head posture and hand movement conditions
during the exam. The Malaysia-based conference took place virtually on November 18th,
2021. The presentation was followed by a QA discussion where participants shared their
interest in the topic and how it can affect the scientific community. [17]
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Abstract—Cheating in exams is a persistent problem that
contributes to academic dishonesty. In this paper we explore a
variety of related work proposed as a solution for exam cheating,
then we propose an exam cheating detection system that works
for both on-site and online examinations. The proposed system
applies Human Pose Estimation that includes both single-user
and multiple-user tracking algorithms. Based on video footage,
the system can detect whether or not a student is cheating by
continuously validating their head posture and hand movement
conditions during the exam. The system doesn’t fully imply a
student is cheating, instead, we use the term ’warning’ for the
output to indicate that the student has met an abnormal condition
that is similar to cheating behavior. At last, we validate the system
usage in real-life examination environments through two different
experiments that resulted in accuracy numbers of 92%-97% in
cheating detection.

Index Terms—Exam cheating detection, multiple-human pose
estimation, tracking on-site and online cheating

I. INTRODUCTION

Exam cheating is a very common issue in many communi-
ties. It is considered the number one cause of inefficiency and
unproductiveness that range from primary education to higher
education [1]. While there is on-site cheating that occurs in
places such as classrooms and lecture halls, with the COVID-
19 pandemic, online cheating has increased dramatically be-
cause of the switch from offline to online learning at homes.
Many students have acknowledged to cheating on online tests
as a result of the stress caused by the COVID-19 quarantine
and their concern about their GPAs [2].

Teachers and other professionals might have a difficult
time spotting cheaters due to a variety of factors. Deceptive
students cheating in exams are an example. Such students can

manipulate the teacher questioning them in a way in which
the teacher is left to believe that the student is not cheating
when it is otherwise [12].

Exam cheating is defined as using the assistance of outside
material provided in some way to solve exam questions [7].
Some of the issues attributed to tracking exam cheating are
the affiliation of different cheating techniques and the need to
observe more people in examination rooms. Casually, on-site
exams have more people sitting in a room than online exams.

There are a variety of cheating techniques such as writing
on arms and hands, but it is not preferable by all students.
Most students prefer looking by the head and communication
through gestures, signs, and trading papers, because it is easier
and sometimes not as detectable as writing on body parts
[3]. During pandemics, online exams become popular, but
also cheating becomes easier as there is often no examiner
watching over. Students can rely on searching for answers
through notebooks prepared beforehand and several other
techniques [18].

Head posture plays a big part in cheating, most students take
it easy and look for answers around them, whether that is the
exam paper of another person or a scattered note nearby. Some
students might even take it far as trading papers or writing
answers for each other.

Human Pose Estimation systems have been rapidly expand-
ing with ever-increasing technology advancements, and have
achieved tremendous progress in recent years by incorporating
various forms of artificial intelligence [20]. A system applying
pose estimation can easily track the key points and how their
position changes in human skeletons. Pose estimation is a solid
solution for exam cheating detection since body posture and
movements play a big part in it [14].
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This paper explores a variety of related research intended
as solutions for exam cheating. Then we propose a system
designed with Human Pose Estimation that can detect some
of the cheating techniques. The main focus of this system
is particularly on tracking abnormal head posture and hand
movement that implies the presence of a possible cheating
activity. The system is also designed for use on single or
multiple student examinations.

The main goal of this research is to help in tackling a
very persistent academic problem that is cheating. To indicate
whether or not our proposed system is successful, we tested
the system through two different experiments that included
different students and environments.

II. RELATED WORK

Nishchal et al. [4] developed a system that detects on-site
cheating with a CCTV camera. The proposed system applies
Human Pose Estimation (OpenPose) and emotion analysis. It
can detect if a student turns back to cheat by calculating hip
to head ratios from a side camera, as well as recognize any
possible cheating emotions. The system works for only one
student per camera observation. Chuang et al. [6] developed a
tracking system that analyzes student behavior during online
exams to find suspicious movements that relate to cheating.
The main tracking technique is analyzing the head pose of
students taking the exam using a real-time video camera, the
footage is run through a machine learning model that detects
abnormal head angel. Bali et al. [15] developed a system
that detects body posture with artificial neural networks. The
system will first capture a video divided into frames, then it
applies object detection and neural network to learn possible
suspicious postures.

Arinaldi et al. [5] developed a system for on-site cheating
detection. The system follows 4 main steps to indicate cheating
behavior; MOG to extract a cropped video chunk of potential
abnormal gestures, feature extractions using 3D CNN, and a
classifier based on XG boost. The last step is the interaction
of one or more gestures and their corresponding text descrip-
tion. Yulistia et al. [8] used video cameras to track single-
person on-site exam cheating by implementing background
subtraction and pixel changes tracking in session footage.
The occurring movements are classified with machine learning
to extract cheating behavior. Zhao et al. [10] developed an
on-site multiple cheating detection system with a camera.
The system applies a moving objects detection algorithm,
background subtraction, and artificial bee colony algorithm for
optimization. The system is used for paper trading cheating
detection.

Fakhroddin et al. [11] developed an image processing
method to detect single person cheating with a camera. Images
taken are automatically compared to reference images when
the exam is over. Tomas et al. [16] developed a system
that detects multiple people poses in 2D images. The system
applies part affinity fields (PAFs) to learn body parts using
2D vector fields. Asadullah et al. [9] developed a system
that detects whispering during exams. The proposed system

contains four components: silence removal, energy estimation,
time duration, and spectrum estimation. Firuz et al. [17]
developed a system that detects cheating in exams using
assessments. The system validates the scores of each student
to detect abnormal changes. Machine learning techniques are
used for abnormal assessment classification.

E-proctor is a technique used to help prevent cheating during
online exams by obligating the students to authenticate their
identity using a fingerprint scanner to access their exam.
It also requires a camera to track the eye movements of
the student when looking at the screen while solving the
exam. Additionally, it requires the student to install software
that locks the computer system on the exam which prevents
students from switching between tabs or searching through the
internet. [13]

III. METHODOLOGY

A. System Overview

Fig. 1. System overview demonstrates the input and the flow of data between
each system component.

The system starts by extracting the input footage and asking
for estimation type (single or multiple), proceeding to pose
classification where joints are tracked to determine cheating
behaviors and display a corresponding output. Below, we
demonstrate each section separately.

B. Data collection

The system requires a centered camera setting in front
of the students taking the exam. In the below figure, the
camera setting is demonstrated for both multiple and single
user observation. A camera placed in front of multiple students
should typically allow more view distance to cover the entire
set of students setting in chairs. The camera must observe
students from a straight point of view. Improper camera
installation could lead to decreased detection accuracy.
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Fig. 2. Demonstrates camera setting in a multiple or single student exami-
nation.

C. Human Pose Estimation

The system applies the Tensorflow-PoseNet model on input
footage. ”Pose estimation refers to computer vision techniques
that detect human figures in images and video. The pose esti-
mation model takes a processed camera image as the input and
outputs information about keypoints. The keypoints detected
are indexed by a part ID, with a confidence score between
0.0 and 1.0. The confidence score indicates the probability
that a keypoint exists in that position.” [19]. In this system,
we apply Multiple-pose Estimation. This algorithm is very
useful for on-site cheating detection as it makes it possible to
track multiple students per one frame, up to twenty students.
Tensorflow-PoseNet is a machine learning-based model taught
with human images and videos, in order to successfully track
down students, the head and wrist of each student must be
clearly visible as a requirement for the system to run without
flaws.

Fig. 3. Shows the focal key points returned by the Tensorflow-Posenet model.

D. Head posture tracking

The system continuously checks for abnormal head posture
by validating the head angel condition. The abnormal condi-
tion is met when the face is leaning sideways at a certain
degree away from the center. Since we are applying pose
estimation, the main focal key points used for validation are

the nose, eyes, and ears. This method of tracking applies to
both single and multiple student tracking.

Fig. 4. Demonstrates face angle changing from a normal position into an
abnormal position (cheating posture).

The size appearance for these key points scale with distance
off-camera. In order to calculate a scaling face posture degree,
the system applies an equidistance formula determined by the
changing x-axis between both eye key points.

The system applies a default confidence value of 0.15 to
generate the output, it is the best possible value to track key
points precisely. However, this value can be manually changed
within the system interface for adaptability. Considering the
possibility of false positives, the system doesn’t fully imply a
person is actually cheating, instead, we use the term ’warning’
as an output to avoid this kind of misunderstanding between
reality and computer estimation.

Fig. 5. Demonstrates the detection of an abnormal head angel that results in
a warning.

E. Hand movement tracking

Analyzing hand movement can indicate when there is
possible paper trading or someone writing in a paper that
belongs to another student. The x-axis and y-axis of both
wrist key points are tracked to validate the abnormal condition,
also the head position is used for calibration. Abnormal hand
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position is concluded when the x-axis of either wrist key
points is reaching far away from the head, however, the y-axis
of wrist key points must not be exceeding that of the head,
otherwise, the student can be doing something else like raising
their hands. We apply the equidistance formula in order to
determine the amount of reach required to conclude abnormal
hand movement. The same default confidence value of 0.15 is
used to generate the output.

Fig. 6. Demonstrates the detection of an abnormal hand movement that results
in a warning.

IV. EXPERIMENT 1

The proposed system was tested in a real-life setting where
cheating variables were manipulated to only address the de-
tectable techniques built within the system algorithm. The
focus of this experiment was to validate the system’s capability
of successfully tracking down cheating attempts with multiple
subjects included.

A total of 3 experimental sessions were conducted with 9
participants including 7 males and 2 females within the age
of 19 to 22 years old. The participants were distributed across
groups of 3. Sessions were conducted in university rooms
typically used for examinations, with subjects sitting within
20 cm close to each other in order to allow the possibility
of cheating by head movement and trading papers. A video
camera remained facing the subjects and recording within a
distance of 1.2 meters.

Participants were instructed to make cheating attempts at
different times and as many times as possible, noting that
these attempts were limited to only head posture and paper
trading techniques. The cheating attempts for all sessions have
accumulated to 162, described as events. Ground truth visual
extraction was done by the testers to accumulate the successful
cheating detection warnings displayed by the system for each
set of events. In conclusion, the system had an overall average
detection accuracy of 94% and 97% for abnormal head posture
and paper trading respectively.

The above results table displays cheating events detected
as in abnormal head posture or hand movement for different
sessions. Concluded accuracy is the weighted average of total
events.

Accuracy flaws related to paper trading were mainly due
to subjects using an unexpected way to trade papers with
each other. However, this specific issue was addressed in

TABLE I
EXPERIMENT 1 - RESULTS

Session No. Events Head Posture Paper Trading
Session 1 36 24/25 10/11
Session 2 76 58/65 11/11
Session 3 50 40/40 10/10

Avg Accuracy % 162 94% 97%

a later release of the system. The tight distance between
subjects applied in the experiment setup was a negative factor
in abnormal head posture detection accuracy. To clarify, it
occurred a few times that subjects have had to move their
heads only slightly to get answers from very close papers,
which went by undetectable for not passing the algorithm
conditional standards for calculating abnormal head posture
angel.

Fig. 7. Sample image taken from the first experiment shows two detected
abnormal head postures.

V. EXPERIMENT 2

The proposed system was also tested on pairs of students
attempting to cheat in different environments. The focus of this
particular experiment was to validate the system in different
environments and backgrounds. Two sessions were conducted
both at home and university examination room to insure
that the system can work for online or offline exams. The
experiment was organised with the same set of subjects,
camera setup, and instructions used in experiment 1. Ground
truth visual extraction was done to count successful cheating
detection. For both abnormal head and hand movement, the
system had an overall average detection accuracy of 95% and
92.3% respectively.

TABLE II
EXPERIMENT 2 - RESULTS

Environment No. Events Head Posture Paper Trading
Home 25 19/20 5/5

University Exam Room 28 19/20 7/8
Avg Accuracy % 52 95% 92.3%

The above table displays cheating events detected as in
abnormal head posture or hand movement for two different
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environments. Concluded accuracy is the weighted average of
total events.

From this experiment, we concluded that the system can run
in different environments without flaws. The failed detection
had the same causing factor reported in experiment 1.

Fig. 8. Different environments used for the second experiment.

VI. CONCLUSION

This paper introduces some of the common cheating tech-
niques and the role of Human Pose Estimation in cheating
detection. The proposed system in this research focuses mainly
on detecting abnormal head posture and hand movement
cheating techniques. In the related work section, we explore a
set of solutions proposed to tackle cheating, then we proceed
to display our methodology in detail. Methods include data
collection with video cameras, pose estimation algorithms,
abnormal head posture and hand movement tracking, and
output warnings. At last, the validity of the proposed system
is tested through two different experiments.

VII. FUTURE WORK

Our goal for the system implementation is to increase
the number of students the program is able to track per
camera. Several other anti-exam cheating techniques such as
whispering recognition and eye movement tracking can also
be of great addition to our system.
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4.2.3 Yoga Trainer for Beginners Via Machine Learning
Two students of Computer science Omar Tarek and Omar Magdy for publishing their scientific
paper to the IEEE Xplore as part of the international Japan-Africa Conference on Electronics,
Communication, and Computations ( JAC-ECC ) . Omar Tarek and Omar Magdy presented
their paper "Yoga Trainer for Beginners Via Machine Learning " which propose a Yoga
practicing system which can identify human body movement and detect difference yoga
postures while simultaneously offering real-time feedback for the practitioner. In addition to
measuring the learning rate for individuals after using the system. The conference took place
virtually on December 13th, 2021. The presentation was followed by a QA discussion where
participants shared their interest in the topic and how it can affect the scientific community .
[21]
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Abstract—Yoga is the practice for both mind and body as
it has been proven scientifically on various occasions. Due to
the modern advancements of technology, remote Yoga practice
sessions have been increasing in popularity following the increase
of demand for professional Yoga instructors. In order to tackle
this problem, we proposed a system that uses machine learning
techniques utilizing an ANN (Artificial Neural Network) model
and a human pose tracking model to classify Yoga Hatha
movements and detect Incorrect Yoga poses while providing
real-time constructive feedback for practitioners to get them to
maintain the correct posture for a specific Yoga Hatha pose.
This system aims to enhance the learning experience and reduce
the practice time for beginners while still retaining a versatile
environment. In this paper, we managed to achieve a testing
accuracy of 82.2% for our proposed model and were successfully
able to reduce the average practice time by an average of 6.4
seconds when tested on 20 participants of different body features.

Index Terms—Machine Learning, Human Activity Recogni-
tion, Pose Identification, Sports analysis

I. INTRODUCTION

Yoga is an ancient spiritual practice based on the mental
and physical discipline of focusing on the connection of mind
and body to boost spiritual strength. Yoga first originated
in ancient India over 5000 years ago but recently it grew
ever so popular in the last decade. According to the World
Health Organization yoga is a valuable tool to increase
physical activity and decrease non-communicable diseases.
A common predicament for yoga beginners is that it can
be difficult to practice correctly without the supervision
of a professional instructor. However, with the increase in
popularity of online fitness programs, remote yoga practice
has been more accessible with people now having access to
practice yoga wherever they want. Due to the innovation of
modern technologies like virtual tutoring applications, there
are now countless ways to help us develop more intelligent
and efficient tools for computer-assisted yoga practice.

Human activity recognition has many obstacles concerning
computer vision which makes it a challenge to be able to
recognize the human skeleton through various and complex
human postures especially when some human activity involves
being on the ground or in a position where part of the human

body gets blocked by another. With that in mind, we present
a machine learning model that focuses on classifying Yoga
Hatha poses from video streams by detecting the human
skeleton through a pose tracking model.

The proposed system works by taking an input of a
real-time video stream from a webcam captured at 30fps.
An individual then stands in frame with an uninterrupted
view and enough room to do basic movement while making
sure to stay inside the camera frame. Afterwards, the system
proceeds to continuously capture multiple key-frames of the
individual while tracking the skeletal joints of the human
body in means of X, Y coordinates of each joint. After
collecting the dataset required, the data is classified and then
trained using Neural network machine learning. Hence, a
generated model determines whether the individual practicing
the yoga pose is correct or incorrect.

Fig. 1. Yoga Tree Pose

Figure 1 shows two postures for the same yoga pose that
indicates both the correct and incorrect techniques used in
yoga practice. This genuinely shows how real-time feedback
can help the user improve their practice technique efficiently
at yoga by avoiding previous mistakes and focusing on main-
taining the correct posture in each attempt.
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The main contribution for this paper is to create a
Yoga practicing system that uses an ANN (Artificial Neural
Network) model which can identify human body movement
and detect different Yoga postures while simultaneously of-
fering real-time feedback for the practitioner. In addition to
measuring the learning rate for individuals after using our
system.

II. RELATED WORK

Due to the popularity of online tutoring applications and
with the rapid advancement of computer technology, lots of
research efforts were dedicated to this subject which concerns
two hot topics (A) active pose recognition and identification,
(B) human pose training and classification.

A. Active pose recognition and identification

In human pose detection and identification, Yadav et al. [1]
has proposed a yoga recognition method that can accurately
identify real-time yoga poses using a combination of a hybrid
deep learning model that uses CNN (Convolution Neural
Network) to extract features and key points and LSTM
(Long Short-Term Memory) to give temporal predictions. For
Monitoring human body movements and different yoga poses,
Islam et al. [2] was able to use Microsoft Kinect Sensor
to detect the joints of the human skeleton in real-time and
compare them with ones captured with various angles and
different yoga poses.

Additionally, Byeon et al. has proposed a human posture
recognition using two deep learning methodologies CNN
(Convolution Neural Network) and SAE (Stacked Auto
Encoder) [3]. Thar et al. [4] has also proposed a yoga
training system using Y-system to analyze the postures of
a practitioner which includes dominant axes, skeleton-based
feature points, and contour-based feature points. Iqbal et
al. [5] has presented a pose tracking system that works by
first detecting the multiple people in an image. Then, it is
followed by a human pose estimation technique that targets
each person individually. However, such approaches are only
applicable if people in the image appear well separated and
do not occlude each other.

Sajjad et al. [6] conducted a study about the learning
of human pose recognition regarding the recent progress
in computer vision technologies throughout the years and
how it changed the way to what they are now with the
help of machine learning algorithms and classification
techniques by finding gaps in existing work and to give a
direction on future work. Jessika et al. [7] conducted a study
concerning part affinity fields for human pose estimation
with regards to a deep neural network, the paper tackles this
topic by investigating the implementation of human body
pose estimation from images and videos under various body
positions and poses. the human pose detection can be done
when automatically recording key points annotations in the
affinity map cluster which is done on several images and

videos that contains single and multiple human posters.

Belagiannis et al. [8] presented a recurrent human
pose estimation that utilizes a ConvNet model that can predict
2D human body poses in an image then regresses a heat
map representation for keypoint, this is available through
designing an architecture that combines a feed-forward
module with a recurrent module where it is possible to
run the recurrent model iteratively to improve performance.
Moreover, the model can be trained end-to-end with the
incorporation of auxiliary losses, investigations also take
place to be able to predict key points visibility. Golda et al.
[9] proposed a human pose estimation for real-word crowded
scenarios is a common problem that is highlighted in this
paper, the problem is addressed by taking into consideration
multiple approaches which highlights the explicit detection
of occluded body parts and also a data augmentation method
used on the synthetic generated dataset JTA(3). Su et al. [10]
proposed an estimation system of human postures with both
physical and physiological constraints that makes full use of
3D information and medical information for improving body
pose estimation.

B. Human pose training and classification

Regarding human pose identification, Agrawal et al. [11]
has presented a similar system that uses TensorFlow-pose
estimation algorithm for identification of yoga poses using a
dataset of 5500 images where 80% of the dataset has been
used for training various machine learning models and the
other 20% were used for testing. Another classification of
Yoga Asana poses proposed by Nagalakshmi et al. [12], which
uses a 3D view of human poses by learning 3d landmark
points from a single image then an encoder architecture
is applied followed by a regression layer to estimate pose
parameters so that it can be mapped to the 3D landmark
points using SMPL (Skinned Multi-Person Linear) model.

Liaqat et al. [13] proposed a hybrid posture detection
framework using deep neural networks and multiple
machine-learning classifiers. Chen et al. [14] presented
a computer-assisted yoga training system that works by
instructing practitioners to perform yoga poses correctly
by integrating computer-aided vision techniques. Another
utilization of Microsoft Kinect Sensor by Jin et al. [15] for a
virtual yoga personal trainer by capturing the user’s actions
then comparing it to standard actions to generate a fitness
score representing an evaluation for users performance.

III. PROPOSED SYSTEM

We present a method that tracks and classifies Yoga Hatha
poses performed and captured from a real-time video stream
then it provides positive/negative feedback based on how accu-
rate the user gets compared to the correct pose. The proposed
system uses a Simple ANN (Artificial Neural Network) model
of the ML5 library from TensorFlow for collecting key points
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of the skeletal joints using PoseNet to train multiple yoga
poses emphasizing the potential posing mistakes for each class.

Fig. 2. System Overview

The first step is to identify and extract the yoga poses
performed in front of a real-time video stream captured from
a webcam of resolution [1280 x 720] at 30fps. Then, by
using the PoseNet library, each pose is identified and tracked
using the skeletal joints of the human body. On each frame,
the output of the pre-trained model of the PoseNet library
which contains X-coordinates and Y-coordinates of each joint
is then captured and then fed into the ML5 Neural Network
after being labeled to match a corresponding pose.

The data generated from our pose tracking model is
gathered and stored in a list of multi-dimensional arrays
where each array contains 17 elements representing the
number of joints of the human body, each element (joint)
contains another array that stores only 2 points which are the
X-Coordinates and Y-Coordinates of a joint for a total of 34
input point per each frame captured.

In the second step, after collecting important key points
from the pre-trained model, we used a Simple ANN classifica-
tion model that consisted of 3 layers (1 Input Layer, 1 Hidden
Layer, and 1 Output Layer) provided from the ML5 API
which allows us to configure the neural network by controlling
certain attribute (inputs, outputs, layers, task, epochs, etc.) to

accommodate for the data of our pre-trained model to classify
each yoga pose separately. The ANN classification model
consisted of 34 inputs (keypoints collected from the pre-trained
model) and 9 outputs (1 correct output and 2 incorrect output
for each yoga pose for a total of 3 yoga poses).

IV. EXPERIMENT

We performed a total of two experiments involving 24
participants of different body types in order to test the system
training capabilities.

A. Experiment 1

The purpose of this experiment is to test the system perfor-
mance and accuracy when tested on participants with different
body types regarding their height, weight, age, and gender.
The experiment was conducted inside a well-lit room using
a webcam to stream real-time video input into the system.
The experiment consisted of 5 sessions and in each session,
the participant was given 3 Yoga Hatha poses to practice.
Afterwards, participants were asked after each session to state
whether they were able to practice the poses successfully or
not. After collecting each participant’s results throughout the
experiment, we measured each participant’s progress of all the
sessions with a rating from 1 to 5 for each pose (total of 3
poses). Then, we were able to calculate the total accuracy for
the system and the average ratio of success between each pose.

B. Experiment 2

This experiment was conducted to test the teaching
functionality of the system and its learning effect on different
participants.

We gathered the participants in a controlled environment
by setting up a webcam at a testing point which is placed at
a constant distance from the webcam to ensure consistency
of our results. The participants are then asked to stand at the
marked position to try and imitate a yoga pose that appears on
the screen. Afterwards, they are required to hold their stance
in the correct position for a period of 3 seconds counting
down from 3 to 1 on the screen in order for the system to
progress through to the next yoga pose. If the participant
failed to do the correct stance the countdown timer will pause
and the system will let them know simultaneously to get
back into the correct position. In addition to repeating the
same steps for 2 more yoga poses for a total of 3 yoga poses
which are done one after the other. Each participant is asked
to repeat the same session 2 more times with a 30-minute
gap between each session. For each session, we were able to
measure the time each participant took to complete the whole
session for a total of 3 readings per participant.

V. RESULTS AND DISCUSSION

The objective of the experiments conducted was to help
us reach 2 main goals which are (A) determining the system
accuracy and (B) determining the learning rate, bearing in
mind that goal (A) was fulfilled by the first experiment and
goal (B) was fulfilled by the second experiment.
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A. determining the system accuracy

We were able to calculate the system’s accuracy by mea-
suring the number of successful attempts and comparing it
to the number of total attempts that were recorded by each
participant to achieve an accuracy of 82.2%.

B. determining the learning rate

Regarding the second experiment, we found a substantial
decrease in the practice time for the performed Yoga Hatha
poses after calculating the average time taken by all partici-
pants to complete each session. Upon comparing the results of
each session, we were able to measure the learning rate and
successfully found an increase by an average of 6.4 seconds
by the 3rd session as shown in figure 3.

Fig. 3. Average Session Time

To ensure that the results stay uniform, we took into con-
sideration how external factors (height, weight, clothes) might
affect the classification process and noticed that participants
having a height measurement between 165cm and 175cm were
found to have a higher score than the rest of the participants
which possibly sets the most desirable height that works best
with our ANN model. We also find that clothes and weight
do not affect the identification process since the classification
system uses the PoseNet library for the identification of the
human body movements which depends only on the skeletal
view of the body.

Fig. 4. Similar Systems

VI. CONCLUSION AND FUTURE WORK

In this paper, we have proposed a Yoga training system
for beginners which helps them practice Yoga Hath poses

correctly and efficiently. Our system uses a machine learning
model that utilizes an ANN model and a human pose tracking
model. We were only able to achieve an accuracy of 82.2% by
our ANN model. However, we are confident that the system
accuracy could be improved by providing more test cases in
the future in addition to calculating the precision, recall, and
F1-score. On the bright side, we have successfully managed to
provide a better learning experience and were able to reduce
the practice time for Yoga beginners where they can practice
Yoga more efficiently.

REFERENCES

[1] S. K. Yadav, A. Singh, A. Gupta, and J. L. Raheja, “Real-time yoga
recognition using deep learning,” Neural Computing and Applications,
vol. 31, no. 12, pp. 9349–9361, Dec 2019. [Online]. Available:
https://doi.org/10.1007/s00521-019-04232-7

[2] M. U. Islam, H. Mahmud, F. B. Ashraf, I. Hossain, and M. K. Hasan,
“Yoga posture recognition by detecting human joint points in real
time using microsoft kinect,” in 2017 IEEE Region 10 Humanitarian
Technology Conference (R10-HTC), 2017, pp. 668–673.

[3] A. Mohanty, A. Ahmed, T. Goswami, A. Das, P. Vaishnavi, and R. R.
Sahay, “Robust pose recognition using deep learning,” in Proceedings
of International Conference on Computer Vision and Image Processing,
B. Raman, S. Kumar, P. P. Roy, and D. Sen, Eds. Singapore: Springer
Singapore, 2017, pp. 93–105.

[4] M. C. Thar, K. Z. N. Winn, and N. Funabiki, “A proposal of yoga
pose assessment method using pose detection for self-learning,” in
2019 International Conference on Advanced Information Technologies
(ICAIT), 2019, pp. 137–142.

[5] U. Iqbal, A. Milan, and J. Gall, “Posetrack: Joint multi-person pose
estimation and tracking,” in 2017 IEEE Conference on Computer Vision
and Pattern Recognition (CVPR), 2017, pp. 4654–4663.

[6] F. Sajjad, A. F. Ahmed, and M. A. Ahmed, “A study on the learning
based human pose recognition,” in 2017 9th IEEE-GCC Conference and
Exhibition (GCCCE), 2017, pp. 1–8.

[7] Jessika, A. Handayani, I. Amanda, and H. M. Auliya, “A study on
part affinity fields implementation for human pose estimation with
deep neural network,” in 2019 International Conference of Artificial
Intelligence and Information Technology (ICAIIT), 2019, pp. 391–396.

[8] V. Belagiannis and A. Zisserman, “Recurrent human pose estimation,”
in 2017 12th IEEE International Conference on Automatic Face Gesture
Recognition (FG 2017), 2017, pp. 468–475.

[9] T. Golda, T. Kalb, A. Schumann, and J. Beyerer, “Human pose estima-
tion for real-world crowded scenarios,” in 2019 16th IEEE International
Conference on Advanced Video and Signal Based Surveillance (AVSS),
2019, pp. 1–8.

[10] L. Su, J. She, and C. Xu, “Estimating human pose with both physical and
physiological constraints,” in 2021 4th IEEE International Conference
on Industrial Cyber-Physical Systems (ICPS), 2021, pp. 693–699.

[11] Y. Agrawal, Y. Shah, and A. Sharma, “Implementation of machine
learning technique for identification of yoga poses,” in 2020 IEEE
9th International Conference on Communication Systems and Network
Technologies (CSNT), 2020, pp. 40–43.

[12] C. Nagalakshmi and S. Mukherjee, Classification of Yoga Asanas from
a Single Image by Learning the 3D View of Human Poses. Cham:
Springer International Publishing, 2021, pp. 37–49.

[13] S. Liaqat, K. Dashtipour, K. Arshad, K. Assaleh, and N. Ramzan, “A
hybrid posture detection framework: Integrating machine learning and
deep neural networks,” IEEE Sensors Journal, vol. 21, pp. 9515–9522,
2021.

[14] H.-T. Chen, Y.-Z. He, and C.-C. Hsu, “Computer-assisted yoga training
system,” Multimedia Tools and Applications, vol. 77, no. 18, pp. 23 969–
23 991, Sep 2018. [Online]. Available: https://doi.org/10.1007/s11042-
018-5721-2

[15] X. Jin, Y. Yao, Q. Jiang, X. Huang, J. Zhang, X. Zhang, and K. Zhang,
“Virtual personal trainer via the kinect sensor,” in 2015 IEEE 16th
International Conference on Communication Technology (ICCT), 2015,
pp. 460–463.

78 International Japan-Africa Conference on Electronics, Communications, and Computations (JAC-ECC 2021)

Authorized licensed use limited to: University of Greenwich. Downloaded on February 06,2022 at 14:02:54 UTC from IEEE Xplore.  Restrictions apply. 



68 Chapter 4. Conferences

4.3 FALL 2021
4.3.1 Comparitive study for Shrimp Disease

Abdelaziz senior Student from the Faculty of computer science Abdelaziz Ashraf whose
paper got published to the IEEE Xplore as part of the International Conference on Computer
Engineering and Systems Abdelaziz Ashraf presented his paper "Comparative study between
transfer learning models to detect shrimp diseases" which discussed using machine learning
transfer learning models to detect shrimp diseases and whatever is it diseased or not. The
Conference took place virtually on 15/12/2021, and the presentation was followed by a QA
discussion where participants shared their interest in the topic and how it can affect the
scientific community. [3]
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Abstract—Shrimps are one of the most important animals in
aquaculture. Over the past fifty years, there has been a steady
increase in shrimp production worldwide. Shrimp production
reached 5.5 tonnes in 2021, and that many countries tend to
increase their CAGR and production. Some major problems and
challenges persist in shrimp production, such as feed quality and
availability, production cost, seed quality, and diseases. There are
types of diseases such as black gill and white spot disease. Any
delay in the detection of the diseases can lead to the loss of
shrimp and infection of other shrimp. In this paper, the authors
used transfer learning models to detect two types of shrimp
disease (white spot disease and black gill) and to detect diseased
shrimp from normal shrimp. the authors aim to know the best
transfer learning model that has the highest accuracy in the early
detection of shrimp disease. Using five types of transfer learning,
the model with the highest validation accuracy is MobileNetV1,
with 95% in experiment one and 92.5% in experiment two.

Index Terms—Shrimp diseases, Image processing, Transfer
Learning, Machine learning

I. INTRODUCTION

Shrimps are one of the important animals in the aquaculture
species, which is characterised as the most popular seafood.
Over the past fifty years there has been a steady increase
in Shrimps production worldwide, According to FAO and
GOAL surveys, the shrimp production Compound Annual
Growth Rate (CAGR) resulted in 2.2% from 2012 to 2017,
and increased to 5.4% from 2017 to 2021 worldwide. The
shrimp’s production reached 5.5 tonnes in 2021, which tells
us the importance of shrimp, and that many countries tend
to increase their CAGR and production. Regardless of the
progress in this area, some major problems and challenges
persist, such as feed quality and availability, production cost,
seed quality, and diseases.

Diseases are considered the most challenging issue that
faces shrimp owners and farmers. Since shrimp farming be-
came a significant commercial entity, the disease has had a
significant impact on the industry and shrimp owners. To
reduce disease risks, shrimp farmers buy quality products
from reputable hatcheries and prepare and disinfect ponds
regularly. But farmers and shrimp owners make these risks
based on their knowledge and without any medicine-based
knowledge. Disease types include viruses, bacteria. The most

(a) WSSV Disease (b) Black Gill Disease (c) Red head Disease

(d) Nutritional
deficiency Disease

(e) Black spots
Disease

Fig. 1: Shrimp Diseases

famous types of this virus are black gill, black spot, white
spot disease(WSSD), Infectious Myonecrosis Virus(IMV), and
yellow head virus(YHV) and other disease such as in figure
1. The loss of the entire shrimp crop can be severe if disease
detection and treatment are delayed. This disease makes farms
vulnerable and makes them lose a lot of shrimp.

WSSV is considered a deadly virus that spoils and infects
other shrimps if it has been detected early. The WSSV virus
description is that white spots appear on the shrimp shell or
discoloration of the shrimp body. YHV is also a deadly disease
that kills shrimp in a matter of days, When the shrimp head
turns yellow, that is an indication of YHV. Black spots and
gill are black spots or lines on the body of the shrimp or the
shell. Initial and speedy detection of this virus is an effective
way to enhance shrimp farming and global shrimp health.

Previous studies in this area of research have reported using
image processing and neural networks to identify and classify
diseases in shrimp. Morimoto et al showed a system [13]
using image processing techniques to track down the shrimp’s
movements and to find the moving distance feature to classify
infected shrimp and non-infected shrimp. Infected shrimp tend
to not eat at the time of feeding. They converted the video data
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Fig. 2: System Overview

of shrimps into a sequence of frames.
Liu et al showed another system [10] used deep convo-

lutional neural networks (Deep-ShrimpNet) and to normalise
the images, they used multiple image processing techniques
to differentiate between soft-shell shrimp and sound shrimp.
Quach et al showed another system, [14]. In this paper, the
authors take a different approach. They used several text
classification algorithms (SVM, Random Forest), obtained a
description of several diseases, and tokenized these to get the
last final text source.

In this paper, our contribution is using transfer learning
models to detect shrimp diseases and to know the highest
accuracy model. Transfer learning is a new approach in deep
learning that transfers knowledge of one or more tasks so that
it can be used in a new task to enhance its accuracy. Machine
learning models may now be applied to fresh data taken
from sources that are completely different from the original
data sources, thanks to this approach. By utilising already
trained models on predefined big datasets, machine learning
techniques avoid cold start issues, by using data from the
source task. Transfer learning aims to increase generalisation
capability in the target tasks. The difference between transfer
learning and traditional machine learning is shown in figure 3

II. RELATED WORK

Results of previous studies, [3] used to detect six types of
shrimp disease, they used transfer learning models (inception-
V3, MoblieNets-V1), they are CNN architecture based. Used
this model on a collection of data set, they gathered it by
launching a hub to collect shrimps images. The image was
sent to experts to label them, and a background elimination
was used on the shrimp images. They got an accuracy of
90% on inception-V3 model. This paper [15] develop a
prototyping system to detect the prawns. The image of the
prawns is captured by a camera, and they detect the prawns by
representing their structure and comparing it to other prawns.
Edge detection and K means clustering is used to detect
the features and structure of the prawns, which resulted in
prawns detection. This research [6] proposed a system to
detect WSSV location and discoloration of the shrimp body.
A set of 300 images were used to train their model, used a
hybrid neural network that consists of ANN and fuzzy logic.

Grayscale, edge detection, blob extraction are used as pre-
processing on the images. Archived accuracy of 90% and
Test-Retest Reliability Equation of 0.8. Another similar system
[16], they detect three types of shrimp diseases. They are using
Gaussian Filter to filter noise in the image, then using the
grayscale and segmentation to extract features of the image.
The classification process begins with KNN to classify the
shrimp condition as normal, medium, abnormal. Achieved
accuracy of 93% by using 30 samples for training and 10
samples for testing purposes. Their system [1] is detecting
the infected fish and non-infected fish. Using pre-Processing
techniques on images, such as resizing of images, contrast
enhancement, RGB color to L*a*b color space, then used
K means clustering segmentation to extract diseased area,
then feeding it to SVM model. SVM performs 91.42 and
94.12 accuracy, with and without augmentation. Similar to
the previous work, used noise filtering [17],then FCM and
K-means to segment the diseased image. And to extract the
features they used GLCM. Then feed these features to the
SVM model to classify. By using the K-means, their accuracy
is 97.9% and by using FCM was 96.48%. In this paper [12]
they used machine learning to predict the AHPND which can
have molarity up to 100% of the shrimp farms. they collected
the data since 2010 from multiple farms. Logistic regression,
artificial neural network, decision tree, and K-nearest neighbor
are used to predict the AHPND. Logistic regression was more
stable than the other algorithms with an accuracy of according
to the hold-out test were 90.30% and 85.50%. The authors here
[5] want to accurately identify and classify medicinal plants.
they used transfer learning and deep learning combination to
classify the medicinal plants. they collected 2300 samples from
different growing areas. they used 16 different combinations
of MobileNets. Best classification accuracy of 98.7% was
achieved. Using transfer learning and convolutional neural
network [4] to classify the Grain discoloration disease of rice.
collected over 1000 samples, 566 samples are retained by
experts. used an inception model to classify the discoloration.
obtained 88.2% accuracy. Developed a model [2] which will
classify the 8 types of skin disease using an image dataset.
The implementation result of training obtains an accuracy of
96.63% with a dataset of 4000 images into eight classes. It
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Fig. 3: The difference between transfer learning and traditional machine learning

works on convolutional neural networks (CNN) and fine-tuned
transfer learning using the google net network. Developed
a model called ShrimpNet [8], which is important to detect
shrimps in fields of aquaculture. The proposed ShrimpNet has
95.48% accuracy in shrimp recognition. It includes two CNN
layers and two fully-connected layers which are used to train
and test the performance, with 16,132 collected samples. in
this paper [7] the proposed artificial neural network techniques
for identifying shrimp feed type, data set obtained in a shrimp
farm. According to the inputs area, length, and weight features.
The ANN model can recommend the most appropriate feed
type with testing accuracy 97%. in this paper [18] combines
emerging machine learning techniques based on a large num-
ber of crop pest and disease pictures, and introduces two kinds
of convolutional neural networks AlexNet and GoogleNet. The
detection accuracy rate of 98.48for the recognition of sick
and healthy leaves [9]. They used deep learning for the auto-
matic detection of plant disease is an innovative solution for
agricultural applications. This paper presents a Convolutional
neural network model based on VGGnet16 architecture for
recognizing sick and unhealthy leaves. Several optimizers are
tested to examine accuracy. The best results are obtained with
Adadelta, With an accuracy of 90%. Develop a system [11]
with accuracy 84%, 95% with a model (SURF-RootSIFT) and
DNN VGG16 for automatic detection of 11 shrimp organs
from histological images. There are 3 classes of organs (linfoid
organ, pleopods, and epithelium stomach)

III. METHODOLOGY

This section going to discuss the Data set collection and the
proposed system.

A. System Overview

Our System Overview figure 2 shows that a shrimp farmer
or owner takes a photo of a shrimp using a mobile phone, then
this photo will go through some manual preprocessing, such

as removing any noise or background in the image, then using
edge detection to detect the shrimp. The extracted photo will
go through a transfer learning model.

That has been trained to classify 2 types of disease, then
classify the shrimp as diseased or not.

After the processing, the photo of the shrimp will display on
the mobile phone with a report that indicates if the shrimp are
diseased or not and what type of disease and its percentage.

B. Data-set

the authors collected data-set images from many websites
and Facebook fourms and YouTube videos. Collected 91
images total for white spot disease in shrimps and black gill
and healthy shrimps, and then 200 images for diseased shrimp
and healthy shrimps. These images had their background
removed manually using a remove. bg tool. Any unwanted
data in the background was removed. The dataset contains
images that are of different resolutions and different sizes.

C. Model Approaches

the authors used 5 types of the Transfer Learning models
(VGG16 , MobileNetv1 , ResNet50 , MobileNetv2 , In-
ceptionV3) and one type of traditional Learning model. the
authors going to talk about all models in detail next paragraph.

1) CNN Model: CNN model is a traditional learning convo-
lutional neural network. Our model has 7 layers and. applying
the architecture to images of size (320 * 240). the authors com-
pile the model with a Adam optimizer and loss Categorical-
Crossentropy and Binary-Crossentropy. The model has (input
, conv2d(128) , maxpooling2d , conv2d(64) , maxpooling2d
, flatten , dense(32) , dense). Model has 12,537,539 trainable
params, and batch size is 4.

2) VGG16: A convolutional neural network is used in the
VGG16 model. In ImageNet, a dataset of over 14 million
images belonging to 1000 classes, the model achieves 92.7
percent top-5 test accuracy. At the 2014 ILSVRC, it was a
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well-known model that was shown. the authors used the pre-
trained model without the top layers to apply the VGG16
architecture on photos of size (320 * 240). The model now
has four layers after removing the top layer of VGG16. The
VGG16 is built using an SGD optimizer and loss Categorical-
Crossentropy and Binary-Crossentropy.

3) ResNet50: ResNet-50 is a deep convolutional neural
network with 50 layers. The network can be loaded with a
pre-trained version from the ImageNet database, which has
been trained on over a million image. The network has already
been pre-trained to detect 1000 different sorts of objects in
images. The picture input size for the network is 224 224
pixels. the authors used the pre-trained model without the top
layers to apply the ResNet50 architecture on images of size
(320 * 240). The ResNet50 is built using an SGD optimizer
using loss Categorical-Crossentropy and Binary-Crossentropy.

4) MobileNet-V1: MobileNet-V1 is a high-performance,
portable deep convolutional neural network architecture that
is presently being used in real-world applications. Instead of
the conventional convolutions used in earlier architectures,
MobileNets uses depthwise separable convolutions to
construct lighter models. MobileNets now includes two
additional global hyperparameters (width multiplier and
resolution multiplier). In our MobileNet-V1 model, there are
91 layers. the authors used the pre-trained model without
the top layers to apply the MobileNet-V1 architecture on
images of size (320 * 240) as in figure 4. To develop the
MobileNet-V1, the authors used an Adam optimizer and loss
Categorical-Crossentropy and Binary-Crossentropy.

5) MobileNet-V2: MobileNetV2 is nearly identical to Mo-
bileNet, with the exception that it uses inverted residual blocks
with bottlenecking features. It has a much smaller set of
settings than the original MobileNet. MobileNets supports any
image size greater than 32 by 32 pixels, with larger image
sizes providing better performance. There are 160 layers in our
MobileNet-V2 model. To apply the MobileNet-V2 architecture
to photos of size (320 * 240), the authors used the pre-
trained model without include the top layers. the authors use an
SGD optimizer and loss Categorical-Crossentropy and Binary-
Crossentropy to create MobileNet-V2.

6) Inception-V3: Inception-V3 is a 48-layer deep convolu-
tional neural network. A pre-trained version of the network can
be loaded from the ImageNet database, which has been trained
on over a million photos. The network has been pre-trained to
recognise 1000 different types of objects in photos. The net-
work’s picture input size is 224 × 224 pixels. The pre-trained
model was employed, but without the top layers. There are
316 layers in our model. The Inception-V3 architecture will be
applied to images with a resolution of (320 * 240). the authors
use an SGD optimizer and loss Categorical-Crossentropy and
Binary-Crossentropy to assemble the Inception-V3.

IV. EXPERIMENT AND RESULTS

The models were conducted on i7 9 Gen 16GB ram and
GPU Nvidia GTX 1650ti 6GB. the authors experimented with

Fig. 4: Our MobileNet-V1 model architecture

(a) MobileNet-V1 model accuracy

(b) MobileNet-V1 loss

Fig. 5: MobileNet-V1 model accuracy and loss in experiment one
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(a) MobileNet-V1 model accuracy

(b) MobileNet-V1 loss

Fig. 6: MobileNet-V1 model accuracy and loss in experiment two

TABLE I: Number of images in dataset experiment one

Disease Number of images in experiment one
Black gill 33
White spot 30

Healthy shrimps 28
Total 91

TABLE II: Number of images in dataset for experiment two

Disease Number of images in experiment two
Healthy shrimps 81
Diseased shrimp 119

Total 200

TABLE III: Results experiment one

Models Result in experiment one
CNN 70%

VGG16 80%
ResNet50 85%

InceptionV3 90%
MobileNetV2 90%
MoblieNetV1 95%

TABLE IV: Results experiment two

Models Result in experiment two
CNN 75%

VGG16 75%
ResNet50 85%

InceptionV3 85%
MobileNetV2 85%
MoblieNetV1 92.5%

our 6 models with the collected dataset, which contains 91 im-
ages of 3 classes (White Spot, Black Gill, and healthy shrimp)
as table I show and 200 images of 2 classes (diseased shrimp,
healthy shrimp) as table II show. The images were scraped
from the internet and community forums from Facebook. The
images had their background removed. the authors used data
augmentation on the training dataset where the authors re-
scaled the images 1./225 and randomly horizontal flipped
them, and the validation dataset images were re-scaled 1./225.
The two datasets images were split into 80% for training and
20% for validation. the authors used an early stoping method to
achieve the best out of the models and to reduce the overfitting
of the models due to the small number of images.

1) Experiment One: In this experiment, the authors used
images that contained 91 images of 3 classes (White Spot,
Black Gill, and healthy shrimp) each class contains 30, 33,
28 images respectively, to detect the diseased shrimp and
determine which type it was. In this experiment the authors
used in our models loss as Categorical-Crossentropy as the
authors have 3 class, so the authors treat our dataset as
Categories, Moreover at the end, the model output is the type
of disease and its accuracy percentage.

The results were VGG16 , MobileNetv1 , ResNet50 ,
MobileNetv2 , InceptionV3, CNN. Models reached accuracy
as table III 80% ,95% ,85% ,90% ,90%, 70%. That shows
model MobileNetv1 is the better classifier of the disease in
shrimp in Experiment One, its loss and accuracy shown in
figure 5.

2) Experiment Two: In this experiment, the authors used
images that contained 200 images of classes (diseased
shrimp,healthy shrimp) each class contains 119, 81 respec-
tively. to detect the diseased shrimp from the normal shrimp,
furthermore, the dataset contains multiple types of disease
so that the authors can have diversity in our images. In this
experiment the authors used in our models loss as binray-
Crossentropy as the authors have 2 class, so the authors treat
our dataset as binary, Moreover at the end, the model output
is if the shrimp diseased or not .

The results were VGG16 , MobileNetv1 , ResNet50 ,
MobileNetv2 , InceptionV3, CNN. Models reached accuracy
as table IV 75% ,92.5% ,85% ,85% ,85%, 75%. That shows
model MobileNetv1 is the better classifier of the disease in
shrimp in Experiment Two, its loss and accuracy shown in
figure 6 and its confusion matrix in figure 7 .

V. DISCUSSION

MobileNet-V1 archives the best accuracy in both experi-
ments, due to the model have a low numbers of parameters
which lead to better classification accuracy, moreover the
model works better with latency, size ,low-power models
parameterized to meet the resource limitations a differ of use
cases. as far as our knowledge, [3] have reached 90% accuracy
using transfer learning model ,their dataset contains 7 type of
disease , each disease has class contains set of images. Also
[6] reached 90% accuracy using Ann and fuzzy logic. their
model detects one type of disease. the authors advice using
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Fig. 7: Confusion matrix 0 indicate Healthy shrimps and 1 indicate
Diseased shrimp

mobilenet-v1 to detect shrimp disease as it shown to have
better accuracy in our created dataset, and May have better
accuracy in different dataset.

VI. CONCLUSION AND FUTURE WORK

The production of shrimp is very important for many
countries. Shrimp farms face a lot of different challenges and
issues. One of the most challenging issues for shrimp farms
and owners is diseases. Diseases can cause molarity to reach
100% of the corpus. Early detection of this is critical. Early
detection of this disease can help out the farm. the authors used
two approaches to find out which was the better deep learning
model to classify the disease. the authors used the transfer
learning approach. the authors used five models to see and
one traditional learning model to see which model achieved
the best accuracy. The MobileNetv1 model achieves the best
accuracy in both experiments, which is the best accuracy out
of the five models. Our future work is to make our models
more stable and get more data images to feed to our models.
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4.3.2 Applying Deep Learning to Track Food Consumption
Mohamed Amr et al. , of Computer Science Mohamed Amr whose paper got published to the
IEEE Xplore as part of the IEEE 12th Annual Ubiquitous Computing, Electronics & Mobile
Communication Conference (UEMCON). Mohamed has presented his paper "Applying Deep
Learning to Track Food Consumption and Human Activity for Non-intrusive Blood Glucose
Monitoring" which proposes a system for predicting hyperglycemia/hypoglycemia in diabetic
patients based on deep learning models that track food consumption and human activity. The
Newyork based conference took place virtually on December 2nd, 2021. The presentation
was followed by a QA discussion where participants shared their interest in the topic and how
it can affect the scientific community. [18]
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Abstract—Blood glucose monitoring is a wide area of research
as it plays a huge part in controlling diabetes and many of
its symptoms. A common human disease ‘Diabetes Mellitus’
(DM), which is characterized by hyperglycemia, has a number
of harmful complications. In addition, the low glucose level in
blood caused by hypoglycemia is correlated to fatal brain failure
and death. In this paper, we explore a variety of related research
to have a grasp on some of the systems and concepts that can
assist in forming an autonomous system for glucose monitoring,
including deep learning techniques. The proposed system in
this paper utilizes non-intrusive Continuous Glucose Monitoring
(CGM) devices for tracking glucose levels, combined with food
classification and Human Activity Recognition (HAR) using
deep learning. We relate the preprandial and peak postprandial
glucose levels extracted from CGM with the Glycimc Load (GL)
present in food, which makes it possible to form an estimation
of blood sugar increase as well as predict hyperglycemia. The
system also relates human activity with decrease in blood glucose
to warn against possible signs of hypoglycemia before it occurs.
We have conducted 3 different experiments; two of which are
comparison between deep learning models for food classification
and HAR with good results achieved, as well as an experimental
result that we obtained by testing hyperglycemia prediction on
real data of diabetic patients. The system was able to predict
hyperglycemia with an accuracy percentage of 93.2%.

Index Terms—Continuous Glucose Monitoring (CGM), Human
Activity Recognition (HAR), Food classification, Deep learning,
Hyperglycemia and hypoglycemia prediction, Glycemic Load

I. INTRODUCTION

Consistent high blood glucose level referred to as ‘Diabetes
Mellitus’ (DM), which is characterized by hyperglycemia, is
the 7th leading cause of death in the United States and it
is the number one contributor to kidney failure, lower-limb

amputations, and adult blindness worldwide [1]. According
to the International Diabetes Federation, there are about 463
million people (20-79 years) living with diabetes; this number
is expected to rise to 700 million by 2045 [2].

Diabetes Mellitus is a chronic metabolic disorder that has
two types; type 1, which is an auto-immune disease where
the immune system attacks the pancreatic cells that release
insulin, thus blood glucose level increases and the body cells
cannot utilize the glucose molecules that are needed in all of
the biological processes. While type 2- DM is caused by the
partial destruction of the pancreatic cells that release insulin
or by a condition called ‘insulin resistance’, where the cells
are incapable of taking up insulin to utilize glucose and it also
causes the blood glucose level to increase. There are several
risk factors for DM such as aging, family history, obesity,
Polycystic Ovary Syndrome (PCOS), metabolic disorders, and
inactivity [1].

Hypoglycemia is another major disorder that is character-
ized by low blood glucose level and if the level continues
to drop, the brain does not get enough glucose and stops
functioning normally. Hypoglycemia leads to blurred vision,
difficulty concentrating, confused thinking, slurred speech,
numbness, and drowsiness, and if this condition stays for too
long, the brain starves for glucose and this can cause seizures,
coma and eventually death [3]. Hypoglycemia can be caused
by high doses of insulin, skipping meals, excessive exercise,
alcohol or some medications [4].

According to the National Institute for Clinical Excellence
(NICE), normal blood glucose level should range between 4.0
to 5.4 mmol/L (72 to 99 mg/dL) when fasting, and increases
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up to 7.8 mmol/L (140 mg/dL) two hours after eating; a good
control over blood sugar level in diabetic patients before meals
should range from 4 to 7 mmol/L for people with type 1 or
type 2 diabetes, and should be under 9 mmol/L after meals for
people with type 1 diabetes and under 8.5mmol/L for people
with type 2 diabetes [5].

Blood glucose levels are influenced heavily by the daily
habits of people. One big contributor to blood glucose is food
consumption. Food containing carbohydrates breaks down as
sugar when digested, leading to an increase in blood glucose
when it enters the blood [6]. In type 2 diabetes, exercise
improves blood glucose management. On the other hand,
excessive exercise could lead to developing symptoms of
hypoglycemia [7]. Many studies suggest that balanced diet,
exercise, and medications can lead to better diabetes control
and avoiding many problems related to diabetes. [8].

Technologies for controlling diabetes has shown great ad-
vance in the last decade. One of the devices that assist patients
with diabetes control is the Continuous Glucose Monitoring
(CGM) device. ”CGM works through a tiny sensor inserted
under your skin, which tests glucose every few minutes. A
transmitter wirelessly sends the information to a monitor.” [9].

Tracking food consumption and human activity can be a
great addition to a diabetes control regime. However, manual
observation of such variables would pretty much get tiring and
difficult to keep up with. Automated approaches for tracking
these variables have been developing too fast in recent years;
Machine learning techniques such as deep learning can help
classify food and work even more challenging tasks like Hu-
man Activity Recognition (HAR). Many artificial intelligence
(AI) apps and services rely on deep learning to improve
automation by executing analytical and physical activities
without the need for human intervention [10].

The proposed system in this paper utilizes the non-intrusive
CGM device for tracking glucose levels, combined with food
classification and Human Activity Recognition (HAR) using
deep learning. We relate the preprandial and peak postprandial
glucose levels extracted from CGM with the Glycimc Load
(GL) present in food, which makes it possible to form an
estimation of blood sugar increase and predict hyperglycemia.
The system also relates human activity with decrease in blood
glucose to warn against possible signs of hypoglycemia before
it occurs.

Table[1] marks the similar ties with other external research.
Reference papers are presented in the related work section.

TABLE I
RELATED WORK TIES

Paper Reference HAR Food Classification CGM Integrated
[11], [12], [13], [14] No Yes No
[15], [16], [17], [18] Yes No No

[19], [20] Yes No Yes
Our proposed system Yes Yes Yes

II. RELATED WORK

Yang Gao et al. [11] developed a system that automat-
ically recognizes eating activity through acoustic features.
The proposed solution incorporates bluetooth headphones to
gather acoustic data through the microphone. The data is
then exposed to a deep learning technique that classifies the
food type. S. Mezgec et al. [12] have developed a system
that automatically recognizes images of food and beverages.
The system applies deep learning on a dataset composed of
freely downloadable images over the internet, combined with
datasets from other dedicated research (in this case, Fake Food
dataset). Abdulkadir Şengür et al.’s [13] system applies feature
concatenation, feature extraction, and support vector machine
(SVM) to classify food images. The deep learning models used
are pre-trained VGG16 and AlexNet fed with three different
datasets (Food-5k, food-11, and food-101). Md Tohidul Islam
et al. [14] developed a system that applies convolutional neural
network (CNN) to extract spatial features from food images.
Pre-trained Inception V3 deep learning model trained on Food-
11 dataset was used to classify the food images.

Daniele Rav et al. [15] developed an activity recognition
application for low power devices. The implemented system
applies multilayered deep learning models to classify data
coming off mobile acceloreometer and gyro scope with respect
to time. Mandal et al. [16] developed a platform that detects
human activity based on motion patterns. The algorithm uses
extracted acceloreometer sensor data and applies machine
learning model SVM for binary data classification. Zhenguo
Shi et al. [17] developed a human activity recognition system
with enhanced channel state information deep learning neural
networks. The system starts by extracting deep features using
LSTM-RNN model then classifies the extracted features with
softmax regression. Md. Atikuzzaman et al. [18] developed
a system that applies HAR-feature based classifier to detect
human poses in CCTV camera video. The machine learning
model was trained on a custom dataset of 5648 images.

Weixi et al. [19] developed a multi-task deep learning
system that predicts hypoglycemia and hyperglycemia based
on daily habits of diabetic patients. The proposed system
utilizes the CGM device for glucose level monitoring, and
a manual approach of users providing daily information. The
system resulted in accuracy number of 82.14% in predicting
hyperglycemia/hypoglycemia. Zhou et al. [20] developed a
mobile application that works as a temporary alternative to
CGM devices when they become unwearable. To make full
use of the available blood glucose information, the system
employs an RNN model, an efficient learning paradigm. The
newly constructed grouped input layers, combined with the
usage of a deep RNN model, allow for the creation of blood
glucose models for the general public based on restricted
personal measurements from both single-user and grouped-
user viewpoints.
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III. METHODOLOGY

A. System Overview

Fig. 1. System overview demonstrates the input and the flow of data between
each system component.

Input data are current blood glucose level, food images, and
accelerometer data. Deep learning models are used to classify
food and recognize human activity. The output is fed into an
analysis component where it attempts to make predictions.
The patient has to provide a food image in order to make a
prediction. The system then extracts preprandial blood glucose
(blood glucose level before eating) in order to calculate peak
postprandial glucose (blood glucose increase after meal) and
test for hyperglycemia. Human activity data are retrieved from
the accelerometer and fed into the model in order to recognize
the type of activity, which is then used to predict hypoglycemia
with the help of CGM. The Patient can see the results of
monitoring and predictions through an output interface.

B. Food Image Classification

Deep learning techniques applied in the system make it
possible to recognize food images provided by the patients.
In order to train our system models, we used the freely
available food-101 dataset which originally contains 101 food
categories with 1000 images each. However, food classes
are slimmed down to only address the most common ones.
Other pre-processing techniques such as common size and
data splitting for validation and testing are applied. We tested
the same dataset with two different deep learning models for
image classification. Results for each of these two models are
discussed in the experiments section.

One of the applied deep learning models is a multi-layered
Convolutional Neural Network (2D CNN) model for image
classification. The model follows a multi-layered architecture
in order to map to output neurons. Input image is segmented
at each layer, with max pooling applied to determine the
unique identifying value of every segmentation. A final dense
layer with softmax activation function is used to estimate a
probability for each class. Prediction of a certain class can be
made based on the max value.

Fig. 2. Illustrates the applied 2D CNN deep learning model architecture.

MobileNetV2 is another transfer learning based model that
we trained on the same dataset. Transfer learning is a machine
learning technique in which a model created for one job is
utilized as the basis for a model on a different task. Given the
vast compute and time resources required to develop neural
network models on these problems, it is a popular approach in
deep learning where pre-trained models are used as the starting
point on computer vision and natural language processing
tasks [21].

Fig. 3. Illustrates the applied pre-trained MobileNetV2 transfer learning
model architecture. The dataset images are preprocessed and split as training,
validation, and testing data. Two dense layers are used with relu activation
then connected to a final softmax activated layer for prediction.

C. Human Activity Recognition Using Deep Learning

Automated human activity recognition is useful for diabetes
control as it can help in predicting possible cases of hypo-
glycemia before it occurs. We trained our deep learning models
with the WISDM (Wirless Sensor Data Mining) dataset [22],
which offers 2 sets of recorded data for lab controlled and
in-field human activity accelerometer data. The dataset was
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collected by different users and originally contains 6 activity
classes (walking, jogging, upstairs, downstairs, standing, and
sitting).

Fig. 4. Sample data visualization of an activity class (jogging) shows
the extracted rotational values of lateral, vertical, and sagittal from the
accelerometer.

One of the models we trained for human activity recognition
is a 2D CNN model. Activity classes in the dataset have
uneven data between each activity class which we have re-
balanced according to the smallest data-containing class. Other
pre-processing essentials such as standardization, labeling, and
reshaping were applied before the data is fed into the input
layer. The input layer is a 240-element vector that is a flattened
representation of 80 time slices containing three accelerometer
readings each. One additional layer is used to reshape the input
into 80x3 matrix. For the classification task, the model applies
3 hidden layers with 100 nodes each. For the output layer, a
final dense layer with softmax activation function is used to
make a prediction.

Fig. 5. Illustrates the applied 2D CNN model architecture for human activity
classification.

We used several other deep learning models to train on
the same dataset, including the Long Short-Term Memory

(LSTM). Results from these models are discussed in the
experiments section.

D. Blood Glucose Monitoring

Hyperglycemia and hypoglycemia are common harmful
symptoms that occur when a person has diabetes. Predicting
these symptoms can significantly help patients in controlling
diabetes and avoiding any related complications. The proposed
system supports blood glucose monitoring by combining the
CGM device with the constructed deep learning components.
With these resources available, the system can estimate how
much blood glucose will rise after eating a certain meal (peak
postprandial glucose), as well as predict hyperglycemia and
hypoglycemia before they occur.

In order to estimate the effects of food on blood glucose,
scientists have developed the two numerical terms ’Glycemic
Index’ (GI) and ’Glycemic Load’ (GL). Many foods have pre-
calculated GI and GL that help with food-related diabetes
control, as they provide a generalized number for a certain
portion of food to indicate how fast blood glucose will rise
or how much it will increase after ingesting the contained
carbohydrates. We rely on the glycemic load measurement
specifically as it is derived from both the glycemic index and
carbohydrates of a certain food, thus it is more beneficial for
estimating peak postprandial blood glucose without the need
of specifying a portion size for the food.

The way hyperglycemia prediction works is that CGM
provides a current state of blood glucose level, when a
food picture is provided, it gets classified and labeled with
its corresponding GL. We apply the following equation to
estimate peak blood glucose after consuming each food item;

PeakBG = CurrentBG+(GL×GlucoseIncreasePerGL)
(1)

Equation (1) is used to estimate peak postprandial glucose
level referred to as ’PeakBG’. ’CurrentBG’ refers to the
current blood glucose level. We estimate the glucose increase
per GL based on the patient’s weight class (source: [25]).
However, a more generalized value is applied if patients do
not specify their weights. Prediction is issued when peak
postprandial glucose level is greater than the threshold of
11mmol/L for hyperglycemia level [23]. List of calculated
glycemic load in food can be found at the International table
of glycemic index and glycemic load values [24].

Hypoglycemia prediction is based mainly on human activity.
Warning prediction is generated when monitored glucose
levels are noticeably decreasing while the person is doing
some sort of draining activity such as jogging. The warning
levels are considered when blood glucose levels are falling
and is estimated to reach below 3mmol/L (default level of
hypoglycemia) after a certain time.
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Fig. 6. Shows a sample prediction for a certain food and activity. The system
estimates blood glucose increase or decrease after a certain amount of time
by comparing with the current glucose level of the patient. It then checks
if the output level falls within the warning threshold for hyperglycemia or
hypoglycemia.

IV. EXPERIMENTS

A. Comparison of Deep Learning Models in Human Activity
Recognition

In this experiment we tested 4 different models for activity
recognition on the same WISDM dataset. The goal from this
experiment is to determine the best model for recognizing
human activity in our system. We evaluate each model based
on accuracy and the time it took for training and testing. Table
(2) evaluates each of these models after 10 epochs of training.

TABLE II
RESULTS OF HUMAN ACTIVITY RECOGNITION EXPERIMENT

Model Training Time Accuracy Val Accuracy Test Time
2D CNN 12ms/step 0.9412 0.9065 3s

GRU 450ms/step 0.8118 0.7696 2m 7s
Simple RNN 138ms/step 0.7859 0.7037 42s

LSTM 221ms/step 0.8912 0.8546 1m 24s

Table (2) results show that 2D CNN has the highest accuracy
value and lowest timing in human activity recognition for the
applied dataset. Validation flaws in this particular model has
been mainly the cause of confusion between the upstairs and
downstairs classes as the values contained within the trained
model are similar as shown in fig (7).

B. Comparison of Deep Learning Models in Food Classifica-
tion

The trained models for food classification were tested and
validated. Testing and validation data were derived from
the food-101 dataset. The goal from this experiment is to
determine the better model in classifying food images from
the same provided dataset. Table (3) contains the evaluation
of each model after 5 epochs of training.

Table (3) concludes that our MobileNetV2 model has better
speed and accuracy when training on food images. Validation
flaws has been mainly caused by confusion between similar
looking food as shown in fig. (6).

Fig. 7. Heatmap visualization of the six activity classes shows that there
is noticeable confusion between the upstairs and downstairs classes. The
columns and rows represent the actual and predicted classes resulted from
the 2D CNN model validation.

TABLE III
RESULTS OF FOOD CLASSIFICATION EXPERIMENT

Model Training Time Accuracy Val Accuracy Test Time
2D CNN 21s 1s/step 0.8772 0.7852 4m

MobileNet 21s 1s/step 0.9887 0.8045 3m

Fig. 8. Heatmap visualization of 19 sample food classes shows that flaws in
validation is caused by confusion between similar looking food classes.

C. Experimenting Hyperglycemia Prediction

The final set of tests were conducted to validate the system’s
capability in predicting hyperglycemia. For the purpose of
this experiment, diabetic patient data subset derived from
the D1NAMO dataset [26] was used as it includes recorded
data collected by diabetic patients using CGM devices while
providing timed food images and accelerometer data. System
inputs included glucose levels, food image, and the registered
time. Classifying food was controlled and limited to food
belonging to classes addressed within the trained model. Visual
extraction for peak postprandial blood glucose was done to
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indicate how close was the estimated increase by the system
to a hyperglycemia level of 11mmol/L, described as a total
accuracy value. The accuracy result was derived from 10
recorded hyperglycemia cases that was provided for prediction.
The system has achieved a prediction accuracy of 93.2 percent,
noting that faults in prediction have mainly been the cause
of undefined patient weights and insulin interference in some
cases.

V. CONCLUSION

The system in this research proposes a solution for blood
glucose monitoring by applying deep learning techniques to
classify food and recognize human activity. By combining the
output with CGM, we were able to construct an equation
for hyperglycemia prediction based on the glycemic load
present in food and detecting hypoglycemia based on human
activity. In the related work section we explore a set of
research papers that included several proposed deep learning
systems for diabetes management, food classification, and
human activity recognition. Finally, we have conducted 3
different experiments to validate our proposed system.

VI. FUTURE WORK

The system ideology can be improved by attaching more
autonomous recognition of other daily patient habits. CGM
values can be possibly predicted after the device becomes
unwearable by tracking food habits and human activity.
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82 Chapter 4. Conferences

4.3.3 Parallelization of One Dimensional First Fit Decreasing Algorithm
Eriny Wessa et al., whose paper got published to the IEEE Xplore as part of the International
Conference on Computer Engineering and Systems Eriny Wessa presented her paper entitled
" Parallelization of One Dimensional First Fit Decreasing Algorithm" which discussed the
effect of parallel processing on the computational time and utilization rate of the bin packing
algorithm. The Conference took place virtually on 15/12/2021, and the presentation was
followed by a QA discussion where participants shared their interest in the topic and how it
can affect the scientific community. [24]
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Abstract—Bin packing is an optimization problem defined as
placing different sized objects into similar containers or bins to
minimize the number of used bins. This problem has different
variations based on the dimensions of the bins, placement
limitations, and priority. This paper focuses on one-dimensional
bin packing. Two algorithms are explored in this paper, which are
First Fit, First Fit Decreasing. The contribution of the paper is
to explore the effect of parallelization on the First Fit Decreasing
algorithm regarding the processing time and the utilization rate.
Furthermore, the effect of using different numbers of concurrent
workers on the problem is also explored. We proved that just by
parallelizing the sorting in the First Fit Decreasing algorithm, we
can decrease the computation time by 4.73% without affecting
the utilization rate.

Index Terms—Bin Packing, Parallel processing, Energy effi-
ciency.

I. INTRODUCTION

The one-dimensional bin packing problem is an NP-hard
optimization problem [8] [4] [12] defined as placing different
sized objects into similar containers or bins to minimize the
number of used bins. In other words, given a list of N objects
where each object has a different size or weight, we are
asked to pack them into identical bins with a fixed capacity
while using the least amount of bins possible. Furthermore,
numerous variants of the problem exist in practice based on
the dimensions of the bins, placement limitations, and priority
[14] [13].

One dimensional bin packing has various applications that
effect Energy and recourse consumption. For example, bin
packing can be used in memory and resource allocation.
Moreover bin packing is also used in scheduling tasks on
parallel processors to improve performance [2] [6] [11]. Fur-
thermore, bin packing is also used in line balancing where
all workstations have a predefined cycle time, the task is to
assign a list of operations to a number of workstations while
minimizing the number of workstations used [5] allowing for
more efficient energy consumption.

The First Fit (FF), and the First Fit Decreasing (FFD)
algorithms are variants of the bin packing approximation

algorithms. Both algorithms place each item into the first bin
that fits, However, the First Fit Decreasing algorithm sort the
items in a decreasing order before placing them. These two
algorithms are the focus of this study, As the worst case
performance bounds of the FF algorithm is 17/10, and the
worst case performance bounds of the FFD algorithm is 11/9
[7] [10] [12] [3].

The FF and FFD algorithms reach near-optimal results,
however, they represent a challenging complexity of O(n2)
for using a simple list structure or O(n log n) for using a
tree structure. Moreover, The trade-off between the utilization
rate and the processing time is an important challenge to
balance. Utilization is represented by the number of bins used.
Furthermore, the ratio between the used and unused area of
the bin is an important parameter in measuring utilization.

This paper focuses on one-dimensional bin packing al-
gorithms, specifically the First Fit (FF) and the First Fit
Decreasing (FFD) algorithm. This paper compares the FF
algorithm and two variants of the FFD algorithm, one variant
where the sort is sequential and the other where the sort
is parallel. The main contribution of this paper is to study
the effect of parallel processing on the execution time and
the utilization rate of the FFD algorithm. Furthermore, The
relation between the degree of parallelism represented by the
number of parallel workers working concurrently, and the
speed up is explored.

II. RELATED WORK

The bin packing problem has been researched in the past
from different angles and approaches. This section is there-
fore divided by the optimization approach taken by different
researchers. Section II-A discusses the traditional optimization
efforts in bin packing. Also, section II-B discusses the parallel
approach to the bin packing problem.

A. Traditional optimization efforts

The motivation to use the FFD in this research was the work
by Johnson et al. [9]. They argued that although the worst-case
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bound of the algorithm is to use 22.2% more space than the
optimal solution, that the algorithm actually uses no more than
2% more spaces on average.

Zehmakan et al. [16] proposed two algorithms in the bin
backing problem. The first Algorithm was a 3/2 approximation
algorithm had a similar time order to the FFD algorithm but
used less space, as the FFD algorithm saves all bins during
execution. The second algorithm is a modification to the FFD
algorithm that decreases the time order to linear.

Balogh et al. [1] focused on the parametric case of the on-
line bin packing algorithms algorithms. They offered math-
ematical proof that sorting the objects to be packed in a
decreasing yields a lower bound of 54/47. They also argued
that if the size of the largest elements is in the interval between
8/29 and 1/2 then the FFD algorithm yields upper bound of
71/60. Therefore, in this paper we generated the objects to be
normally distributed, as to minimize the possibility of large
objects.

B. Parallel processing optimization efforts

Varsamis et al. [15] implemented a MATLAB program to
parallelize the best fit and the best fit decreasing algorithm.
They aimed to reduce computation time by dividing the
problem into sub-problems and applying the best fit decreasing
algorithm to each sub-problem. They came to the conclusion
that in order to divide the data into partitions, each partition
must be representative of the whole data set to achieve the
best results. They also noticed that in large data sets when
the number of objects is 216 and 218, the parallelization of
the BFD algorithm decreased the time from 50% to 90%.
Similarly, Ghosh et al. [7] implemented multiple Parallel
algorithms for the bin packing problem. They demonstrated
the usage of the task and data parallelism.

III. METHODOLOGY

This section discusses the implementation. Firstly, section
III-A discusses the problem instances. Secondly, section III-B
discusses the First Fit Algorithm and how it is implemented.
Finally, the First Fit Decreasing Algorithm is discussed with
its two variants, the sequential III-C and the Parallel III-D.

A. Problem instances

The problem instances in bin packing are defined by four
parameters. Bin capacity (BC) is one of these parameters,
which represent the maximum capacity of all the bins. The
second parameter is the number of objects (n). The last two
parameters are the lower (v1) and upper (v2) bounds, which
are fractions between 0 and 1 such that the objects are between
v1×BC and v2×BC. Any bin backing problem instance can
be represented by the tuple (BC, n, v1, v2). Throughout this
paper, different tuples which correspond to different data sets
are used. Furthermore, all the objects are randomly generated
and normally distributed to minimize the chance of having
really low or really high values.

B. First Fit Algorithm

The First Fit Algorithm is an optimization algorithm for bin
backing. The algorithm simply places the objects into the first
bin with enough space. If there was no opened bin with enough
space, a new bin is added. Figure 1 shows a pseudo-code for
the algorithm.

Fig. 1: Pseudo code for first fit algorithm

C. First Fit Decreasing Algorithm (sequential)

The First Fit Decreasing Algorithm starts with sorting the
objects in decreasing order, Then the algorithm continues the
same as the First Fit Algorithm. In the sequential version
of this algorithm, an implementation of the merge sort was
employed to sort the objects. The merge sort algorithm works
in two steps. The first step is a recursive function that divides
a list into two halves until it can no more be divided. The
second step is to merge the smaller lists into a new ordered list.
Figure 2 is an Example on the merge sort. The figure shows
that the array is divided until it can no longer be divided. In
this example, level 4 reaches a stage at which the array can no
longer be divided. At this step of the algorithm, the left most
sub array can now be merged. The merge occurs in ascending
order to insure that the final result is a sorted array. Merge sort
was chosen because it is stable and remains consistent with
a variety of problem sizes. Furthermore, the merge sort has a
worst-case time complexity of O(n log n).

Fig. 2: An example of how merge sort works.

D. First Fit Decreasing Algorithm (Parallel)

The parallel version of the First Fit Decreasing algorithm
implements a parallel merge sort. Since merge sort already
uses the divide and concur approach, it benefits from penal-
ization. Each worker divides the objects list into two halves,
this process is repeated recursively until each worker holds
only one element. Then, each worker compares and merge two
elements together in decreasing order until the entire array is
sorted. Figure 3 Shown an example on parallel merge sort.
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The figure shows that each worker divides the array into 2
halves and checks if the sub-array can divided further. Then
each worker merges two sorted sub-arrays into one array. This
process repeats until the whole array is sorted. Notice that in
this example the sort is ascending while the implementation is
descending. Furthermore, We added a parameter to the parallel
implementation of FFD algorithm that controls the level of
parallelism. The level of parallelism is the maximum number
of allowed workers to run concurrently.

Fig. 3: An example of The Parallel merge sort.

IV. EXPERIMENT

This section discusses two experiments and the environment
in which they were executed.

A. Setup environment

In order to study the effects of parallelism on the per-
formance of the bin packing problem, We must set up a
standardized environment. All the experiments performed in
this paper had the following environment: Processor Intel Core
i7-10750H 2.60GHz and 16 GB main memory.

B. Experiment one

In this experiment, we explore the effect of using different
numbers of workers on the processing time of the FFD
algorithm.

1) Objective: This experiment was performed to analyze
some questions. Firstly, how can we parallelize the sorting
step in the FFD algorithm to affect the computing time? Does
it affect the utilization? Secondly, parallelization is known
to cause unnecessary overhead for small problem instances,
then at which point does the parallelization becomes effective?

2) Method: In order to answer those questions, we
need to keep a few factors from affecting the experiment.
Therefore, in this experiment, all the bins have bin capacity
of 500, lower bound 0.2 and upper bound 0.8. The size
of the problems is from 10000 to 60000. The objects are
randomly generated between the lower bound and the upper
bound. This experiment is focused on the parallel FFD
algorithm. Each of the problem instances is solved with
the FFD parallel algorithm with a different number of

number of objects number of bins total spaces average waste
10000 5018 335459.37 66.85120
15000 7536 676891.59 89.82107
20000 10009 356514.4 35.61938
25000 12476 272495.59 21.84158
30000 15155 1692539.83 111.68194
35000 17570 1013370.2 57.67616
40000 20181 2195508.82 108.79088
45000 22591 1697240.31 75.12904
50000 25123 1330406.11 52.95570
55000 27593 1323925.87 47.98049
60000 30139 1704587.67 56.55753

TABLE I: The utilization rate of the FFD parallel algorithm.
The average waste is the number of total unused spaces divided
by the number of bins used.

concurrent workers from 2 workers to 12 workers. For each
(problem size, number of workers) pair, the average time
of 10 trails is measured. Indeed, the processing time is the
main point that we are focusing on in this paper. However,
we also tested the utilization rate of the algorithm as well.
Parameters like the number of used bins, the number of
unused spaces and average empty space per bin are computed.

Fig. 4: The X axis represent the number of concurrent workers.
The Y axis represent time in milliseconds. Each line is a
problem instance with different size.

3) Result: Regarding the effect of parallelization on the
processing time, Figure 4 shows the relation between the
number of workers and the time in milliseconds. Overall, it is
clear that by increasing the number of workers, the processing
time decreases. Furthermore, the relation between the problem
size and the speedup is also clear. All the problem sizes in the
experiment have benefited from parallelization, However, the
speed up differs from one instance to another. For example,
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for the smallest problem size 10000, the processing time for
2,3 and 12 workers is 157.57, 116.7 and 55.139 milliseconds
respectively. However, for the biggest problem size 60000, the
processing time for 2,3 and 12 workers is 5752, 4295.9 and
2120.3 milliseconds respectively. Furthermore, it is safe to say
that the pattern shown in figure 4 is expected to be expanded
for larger problem sizes. This proves that the FFD algorithm
can benefit greatly from any level of parallelization in large
problem sizes.

This benefit of decreased processing time has no negative
effect. Meaning that the utilization rate of the FFD is
not affected. That is because the original sequential FFD
algorithm also sorts the objects to be packed before processing
them. Therefore, it is not surprising that the results in I are
the same for both the sequential and the parallel versions on
the FFD. The table describes the number of used bins, total
empty spaces and the average waste per bin. The number of
used bins is the main attribute for evaluating a bin backing
algorithm. Table I shows that for the problem instance
provided, the number of used bins are always about half
that off the number of objects. Therefore, for these problem
instances, the relation between the number of used bins and
the problem size appears to be liner.

C. Experiment Two

1) Objective: In this experiment, we compared The three
algorithms FF, FFDS (Sequential) and FFDP (Parallel) to
find the processing time and number of used bins for each
algorithm.

2) Method: In this experiment, several data sets were used.
All the data sets follow the tuple (500, n, 0.2, 0.8), where that
the number of objects n are randomly generated from 100000
and 160000. This gives us a chance to focus on the size of
the problem, as the differences between each data set in the
number of objects needing to be packed. Each data set was
fed into each of our 3 algorithms 10 times.

3) Result: Figure 5 is a graph representing the average
time in seconds for each data set. The parallel FFD algorithm
shows the best results. This proves that just by parallelizing
the sorting in the FFD algorithm, we can save a lot of time.
The FFDP algorithm is 21.9% faster than the FF algorithm
and 4.73% faster than the FFDS algorithm. The number
of workers in this experiment was 12, due to the set up
environment mentioned above. However, if using 12 workers
achieved 4.73% speed up, then by the relation proved in the
previous experiment, the potential of this approach seems
promising.

Regarding the utilization rate of every algorithm, figure
II shows the relation between the size of the data set as a
number of objects and the utilization as the number of used
bins. The FFDP and FFDS algorithms have the same number
of bins as the only difference between them is the sorting

Fig. 5: A graph representing the Average time in seconds for
each problem instance. Each instance has a different number
of objects. The parallel FFD algorithm shows the best results.

type used bins total spaces average waste problem size
FF 50775 389331.76 7.66778454 100000
FFDS 50126 64831.76 1.293375893 100000
FFDP 50126 64831.76 1.293375893 100000
FF 56002 473080.16 8.447558301 110000
FFDS 55206 75080.16 1.36 110000
FFDP 55206 75080.16 1.36 110000
FF 60915 448929.99 7.369777395 120000
FFDS 60143 62929.99 1.046339391 120000
FFDP 60143 62929.99 1.046339391 120000
FF 65810 442565.92 6.724903814 130000
FFDS 64982 28565.92 0.439597427 130000
FFDP 64982 28565.92 0.439597427 130000
FF 71035 528659.9 7.442245372 140000
FFDS 70086 54159.9 0.772763462 140000
FFDP 70086 54159.9 0.772763462 140000
FF 76123 549749.39 7.221856601 150000
FFDS 75164 70249.39 0.934614842 150000
FFDP 75164 70249.39 0.934614842 150000
FF 81121 558161.48 6.880604036 160000
FFDS 80132 63661.48 0.794457645 160000
FFDP 80132 63661.48 0.794457645 160000

TABLE II: This table shows the utilization of the three
algorithms for different problem sizes. The average waste is
the total number of empty spaces divided by the number of
used bins.

process. Moreover, the FFD algorithms use less bins than the
FF algorithm. The average waste results show how the average
bin is utilized and how much of it is wasted with empty space.
Also, the FFD utilizes 99.84% of the used bins when the
problem size is 60000. Meaning that only 0.16% of each bin
is empty.

V. CONCLUSION AND FUTURE WORK

In conclusion, this paper proposed a parallel approach to the
FFD algorithm. We proved that just by parallelizing the sorting
in the First Fit Decreasing algorithm, we can decrease the
computation time by 4.73% without affecting the utilization
rate. Future work may include parallelizing a two-dimensional
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bin packing algorithm. Furthermore, the proposed algorithm
can be optimized to use less space, as the FFD algorithm saves
all bins in memory.
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4.4 Spring 2022
4.4.1 Human Activity Recognition in Maintenance Centers to Reduce Wasted Time

Omar Magdy Tawfik for publishing his scientific paper to the IEEE Xplore as part of the
2022 International Mobile, Intelligent and Ubiquitous Computing Conference international
conference (MIUCC). The paper entitled “Human Activity Recognition in Maintenance
Centers to Reduce Wasted Time" proposed a system that extracts workers’ poses from the
live cam and video clips. This system aims to detect and classify the positive and negative
activities of the worker in car maintenance centers such as (changing the tire, changing the
oil, using the phone, and standing without work) by calculating the time of each activity to
measure the worker’s performance and determining the lost time correctly and properly. The
presentation was followed by a QA discussion where participants shared their interest in the
topic and how it can affect the scientific community.[9]
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Abstract—This paper proposed a system that extracts workers’
poses from live cam and video clips using mode classification.
In this paper, we tested two algorithms to detect worker ac-
tivity. This system aims to detect and classify the positive and
negative activities of the worker in car maintenance centers
such as (changing the tire, changing the oil, using the phone,
standing without work) by calculating the time of each activity
to measure the worker’s performance and determining the lost
time correctly and properly. Two experiments were conducted ,
the first experiment was conducted to measure the performance
of the dollar algorithm with different participants. The results
showed that the 1 dollar recognizer achieved 94.2% accuracy
when tested on 364 different videos. The second experiment was
conducted to measure the accuracy of the system in recognizing
real-time activities from the live camera. It was conducted on 5
participants in a controlled environment. The system achieved
an accuracy rate of 93.3%.

Index Terms—Machine Learning, Human Activity Recogni-
tion, Pose classification, industry advancement

I. INTRODUCTION

The importance of human activity recognition has been
gained in recent years, because of its applications in various
fields like health, security and surveillance, entertainment,
and intelligent environments. Lots of research have been
accounted in many different approaches, such as wearable
devices.ref [1]–[5],object-tagged ref [6]–[8], and device-free
ref [9]–[11], to acknowledge human activities. In different
fields of work, the wasted time has become an outstanding
problem, moreover, the percentage of products and services
needed in human’s daily lives are affected by this problem.

The survey that was provided by “Salary.com” [12] found that
89% of workers are exposed to wasting time at work every
day. It was claimed by the survey that 61% waste between
30 minutes to an hour a day. It may not seem like much
until it can add up to 5 hours a week or 260 hours a year/per
employee. Maintenance places and factories are the most
exposed to this issue. The survey has a huge dependency on

human activity. In which the production rates are harmed,
and many required services are disrupted.

Recently, in human’s daily lives, the field of car maintenance
and car workshops have spread extremely and became
important, but difficulties have begun to appear inside the
maintenance centers. The problem specifies that as a result
of doing some negative activities by the workers, they waste
a lot of time while they are working. A worker who uses
the phone at work is illustrated in Figure 1. In addition to
many other negative activities like eating, drinking, talking to
others, standing without work, . . . etc. Moreover, having an
employee who is responsible for monitoring the worker for
no less than 12 hours is difficult.

Fig. 1. A negative wasting time activity (using mobile while being in work)

The maintenance workshop could have dozens of
activities some of them are considered positive and other
considered negative. However,some activities look very
similar such as shown in Figure 2 (a) and Figure 2(b). The
posture of changing oil activity looks very similar in motion
trajectory to engine rebuild activity.978-1-6654-6677-6/22/$31.00 ©2022 IEEE
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Fig. 2. A sample for positive activity in workshop

The proposed system works by taking input by recording
videos or a Live-stream camera of the worker’s activities inside
the maintenance center. The system has classified the input to
determine the number of activities the worker performed such
as (Changing the oil, changing the tire, using the phone... Etc.)
by taking the path (x, y) of the important points in the skeleton
as shown in Figure(3), Figure(4) and comparing them with the
points that were taken from the collector of the data set. The
system can determine the type of activities that the worker
performed in the video or the Live-stream and calculated the
wasted time by the worker.

Fig. 3. Worker changing oil

.

A. 1 dollar algorithm

Many papers have used the one-Dollar algorithm in
recognition of gestures and achieved satisfying results, so as
a result, this algorithm was used in this paper as mentioned
in [13], moreover, high accuracy results have been achieved
using this algorithm. A geometric template matcher called the
One-Dollar operates in which previously saved templates (T)
and candidate strokes (C) are both compared to each other.
The result is observed in the match that is the nearest in the
2-D Euclidean space as referred to in Equation 1. Therefore,

Fig. 4. Worker use mobile

after having N points in the 2-D Euclidean space, it will be
able to calculate the distance between C[k] to T[k] where
k= 1 to N. Pairwise point comparisons most used in the
one-dollar algorithm are scale, rotation, and position invariant.
The one-Dollar algorithm can not find the difference between
gestures whose identities rely on special orientations, ratios,
and locations. The one-Dollar algorithm does not involve
time use, hence, gestures can not be separated concerning the
speed.

di =

∑N
K=1

√
(C [Kx]− Ti [Kx])

2
+ (C [Ky]− Ti [Ky])

2

N
(1)

The main objective of this paper is to propose a human
activity recognition system to help reduce the wasted time
by the worker by extracting worker poses from the videos
or Live-stream camera by using pose classification and it
recognized the worker by face recognition. The system used a
dollar recognizer (1$) to detect workers’ positive and negative
activities in the maintenance workshop.

II. RELATED WORK

A lot of research efforts were specified on this subject, due
to the popularity of recognition of human activity systems, and
the rapid development of computer technology. Congcong Liu
et al . [6],has raised an activity recognition method that can
identify abnormal human activity recognition in surveillance
video by using a combination of Bayes Classifier and CNN
(Convolutional Neural Network) to detect the activities.
Moreover, by the use of the KTH dataset for the input of
Bayes Classifier and CNN. Bagate et al. [1], proposed another
system that is able to recognize human activity, the activity is
identified by using RGB-D sensors that are advanced with the
deep learning model CNN (Convolutional Neural Network),
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as well as using a Knight Depth camera for capturing 3-D
Skeleton data. Frame-wise displacement and recognition
were used by Sandar et al. [8], for Human Detection and
Motion Tracking, which is based on the skeletal model
with the deep learning framework in order to understand
human behavior in the indoor, as well as outdoor environment.

Regarding the field of Human Activity Recognition by
sensors, Murat et al. [14], by using joint coordinates, human
activity was automatically identified, used 2 types of deep
learning to make classification, and multiple people in
images were used as a data set. (1D) Convolution Neural
Network (CNN) -based method was proposed by Song et
al. [5], for recognizing the activities by using the collected
accelerometer data from smartphones, the previous method
gave high accuracy of 92.71%. eSense accelerometer was
used by Tahera et al. [2], for the wearable devices to detect
the matching of activity between the head and the mouth,
some activities of the head and mouth were identified from
these collected data, and for data classification, the machine
learning and deep learning were used. TCN (temporal
Convolutional Network) was proposed to be used by Nitin
et al. [15], in order to recognize the activities, because it is
better than other deep learning models, as it is strongly able
to capture long-term dependencies.

Gyroscope sensors with accelerometers were combined
through Godwin et al. [9], for detecting human activity and
performing analysis and recognition by using ANN (Artificial
Neural Networks). In order to make recognition of human
activity more accurate, Tsokov et al. [16], used the 1D
Synaptic Neural Network (CNN) with accelerometer data.

Hip motion from the different waist-mounted sensors was
collected by Isah et al. [3]. then each signal was converted
into a spectrum image, and finally, used as input to the CNN
(Convolutional Neural Network). The entropy point estimate
for the 1D heat map was used by Nacer et al. [17], as to
separate between human maps and animal maps in order to
give high accuracy in human activity recognition.

Selc¸uk et al. [10] claimed to use a novel design to
decrease the number of sensors used for recognition and
detection of human activity by using Empirical Mode
Decomposition (EMD), Jiewen et al. [4], identified and
interacted by focusing on two wearable cameras and the
interactive activities that involve only two people. The topic
of identifying human activity in the treatment of autism, and
movements were grouped with a handheld camera, and the
classifier CNN (Convolution Neural Network) was used for
detecting headbanging in home videos, the previous work
was addressed by Peter Washington et al. [11], The method in
which classifies human activity by using 3D skeleton data but
normalizing it before and it was represented in 2 forms that
were proposed by Hristov et al. [18]The previous method was
applied to the UTDMHAD dataset, and the system recorded a
92.4% accuracy rate. The idea of wearing devices and sensors

to determine human activities was opposed to Heilym et al.
[19]it was indicated that inconvenience to the bearer could
be caused by these devices, so if it is used in crowed places
it could give false results, as a result, he depended on the
camera and on determining the activity through the human
skeleton features.

An objective was proposed by Salahuddin Saddar et al.
[20]in which it compares some machine learning algorithms
that have been used before in human activity recognition
(SVM, Decision Trees, Random Forests, XGBoost). The
previous algorithms were tested with measurement sensor
data. The sensor data was recently released from the LARA
dataset. The best accuracy was achieved by the XGBoost with
a rate of 78.6%. The topic of identifying human activity in
terms of reducing aggressive actions inside prisons and on
the streets to reduce aggression was taken by Ismael et al.
[21] took the topic of identifying human activity in terms of
reducing aggressive actions inside prisons and on the streets
to reduce aggression and used ”handcrafted/learned” as a
hybrid feature framework that gave it very high accuracy rates.

Yusuf Erkan et al. [22]to classify 27 various activities,
and long-short term memory was used as well. They analyzed
skeleton data, and it has achieved an accuracy rate of 93%.
A system for monitoring activities inside the factory was
presented by Halikowski et al . [7], the system used (CNN,
CNN+SVM, Yolov3) algorithms. Moreover, some activities
were used as the furnace operating stop, the solid fuel
tank check, the gear motor and auger check, the mounting
screws of the gear motor tight, and an accuracy of 94% was
achieved. The work presented the use of deep learning for
feature extraction without taking into consideration human
post estimation.

A system for detecting activities in smart manufacturing was
presented by Zhaozheng et al. [23] some activities were used
such as grabbing tools, hammer nailing, wrench using, rest
lever, and screwdriver. By using IMU and sEMG signals
that are obtained from an MYO armband, they were able
to capture these activities. Convolutional Neural Network
(CNN) model was used for extracting features. An evaluation
of the CNN model on this dataset is held and achieves
recognition accuracy of 98% &, and 87% in the half-half
and leave-one-out experiments. The importance of identifying
human activity in solving some problems in different fields is
explained in all of the previous.

A system that detects different actions in the streets like
walking, running, and stopping was proposed by Alghyaline
et al. [24] The movement type is measured by the usage of
three different techniques which are (Yolo, Kalman filter, and
Homography). CCTV camera and BEHAVE dataset was used
to test this method, an accuracy of 96.9% was achieved for
the BEHAVE dataset, and an accuracy of 88.4% was achieved
for the dataset that was collected by CCTV camera.
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Table 1 shows a comparison between our system and
different systems is shown in Table 1. The first system,
this system was proposed by Halikowski et al. [7] in order
to measure the worker’s performance in the factory. In a
controlled area, 4 different activities were recognized which
are making the furnace operating stop, checking the solid
fuel tank, checking the gear motor and auger, and tightening
the mounting screws of the gear motor by using an image
classification method. More than one algorithm has been used
(CNN, CNN+SVM, Yolov3), and an accuracy of 95.7% was
achieved by their system. Zhaozheng et al. [23] proposed the
second system that was used for workers’ qualifications and
evaluation. Image classification was used to detect 4 activities
which are grabbing tools, hammer nailing, wrench using, rest
lever, and screwdriver in a controlled area. An accuracy rate of
87% was achieved. Our system was proposed in order to detect
the worker’s activities inside the car maintenance center and to
differentiate between the negative and positive activities. The
pose classification method was used in the system to detect
four different activities which are changing oil, changing tires,
using mobile, and standing without working in order to help
the workshop owner in measuring the worker performance.
The system was used in an uncontrolled area and on different
body characteristics such as height and weight.

III. PROPOSED SYSTEM

This paper presented a method that recognized and
classified human activity in car workshops performed and
captured from videos or live-stream cameras. It differentiated
between the positive activities and the negative activities
based on a comparison between the input and dataset stored
in the templates. The proposed system used mediapipe for
collecting key points of the skeletal joints and used the
one-dollar and Fastdtw algorithms to classify the poses it
used face recognition to differentiate between the workers
and calculated the time of each activity to determine the
wasted time by workers.

The dataset was collected while visiting a real car workshop
by recording videos of real workers and specialists in the
activities of the worker inside the maintenance workshop.
It contains 560 videos including the 4 activities which are
(changing tires, changing oil, using a mobile, and standing
without work). These videos were entered into the media
pipe and OpenCV to extract the human pose from the videos
showing the path of each point during the video. Each list of
points has been saved in a file containing the points and the
name of the activity.

Figure 6 shows the system overview, the system has two
different way to input which is videos or live camera. The
processing part starts with face recognition to differentiate
between the workers because there is a large number of
workers in the maintenance center. Then the mediapipe starts

Fig. 5. Pose extraction

to extract the poses by calculating the path of each point in
the skeleton. The mediapipe can extract 32 points, but this
system focuses on extracting 5 important points which are (
shoulder, elbow, wrist, hip, knee) as shown in Figure 5. The
algorithms start to match the input points with the points
stored in the data set and send the results with calculated the
time of each activity and the name of each worker to the
database to create a report that the managers and workshop
owners can see and help them to measure the performance of
the workers.

IV. EXPERIMENT

A. Experiment 1

The objective of conducting this experiment was to
measure the performance of the one-dollar algorithm,
but with increasing the number of participants. Thirteen
participants were asked to do a sequence of activities in
different stream videos. The scenario in which the activities
were held were changing tires, using a mobile, changing oil,
and standing without work, it was changeable from one to
another. 30 seconds was the average duration of the activity
in the video. Each activity is repeated in each video 7 times,
4 from the right side, and 3 from the left side. The average
range of the participant’s ages was from 19 to 22 years. The
characteristics of the body were different as well. Then, the
videos were inserted into the system, and 364 videos were
extracted by the system for a range of different activities
in uncontrolled environments. We were able to measure the
accuracy of the system in identifying activities in different
conditions through this experiment. The system was able to
extract 364 videos in this experiment, with a huge number of
participants, experts in the field of mechanics, and workers
from maintenance centers. Moreover, the one-dollar algorithm
initiated the stage of identifying activities and an accuracy
rate of 94.2% was achieved.
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TABLE I
COMPARISON WITH SIMILAR SYSTEMS

paper Activities Algorithms Methods Area Accuracy

[7]

stopping the furnace operating
checking the solid fuel tank
checking the gear motor
tightening the mounting screws of the gear motor

CNN
CNN+SVM
Yolov3

Image classification controlled area 95.7%

[22]

grab tools
hammers nail
wrench use
screwdriver

CNN Image classification controlled area 87%

This paper

Changing tire
changing oil
using mobile
stand without work

1$ Pose classification uncontrolled area 94.2%

Fig. 6. System overview

B. Experiment 2

This experiment aims to test the accuracy of the system in
giving immediate results by using it on live broadcast cameras.
This experiment was conducted in a controlled environment
on five participants with different physical characteristics
in terms of height and weight. We set up a webcam at a
testing point which is placed at a constant distance from the
webcam to ensure consistency of our results.We asked each
participant to make a sequence of activities, this sequence

Fig. 7. The results of Experiment 1

lasts for 3 minutes. Each activity they did was from the
right and left sides. Each activity in the sequence contains
a range of 26 to 30 activities. This sequence combined the
activities mentioned in this system and other activities that
have not been mentioned. The scenario of this sequence was
changing tires, using mobile, changing oil, and then standing
without work. The previous scenario was combined with
some activities that were not mentioned in the system, such
as sitting, eating, and sleeping. Moreover, the sequence varies
from one person to another in order to see the accuracy of
the system in real-time identification of activities.

In this experiment, after performing a set of sequences
of activities, the participants were able to perform an average
of 26 different activities, and the system was able to identify
an average of 22 of them correctly, and an average false
detection of 4 activities. The system achieved an accuracy
rate 93.3%.
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Fig. 8. The results of Experiment 2

C. Discussions

The first experiment was to test the performance of the
one-dollar algorithm in determining a large number of
participants’ activities. There was a significant difference
in accuracy ratios between the activities as the results have
shown. The activity that was subtle as it differed from the
other activities in the motion trajectory was changing the
tire, the highest accuracy was given to the activity of using
mobile and standing without work, however, there were few
similarities between them. A similar motion trajectory was
between the oil change activity, usage of mobile, and standing
without work, as a result, its accuracy was reduced as shown
in Figure 7. The second experiment was testing the accuracy
of the system in detecting the activities in real-time by using
the live camera. The reason for these results is that there
are also some similarities between the different activities,
as happened in the second experiment, carrying out some
activities that are not proposed in the system such as eating,
sleeping, and sitting as shown in Figure 8.

V. CONCLUSION AND FUTURE WORK

In this paper, a human activity recognition system in
a car workshop was proposed to help maintenance center
owners identify positive or negative worker activities and
measure worker performance correctly and efficiently. Our
system used a live camera and recorded videos as input
and used pose classification to extract workers’ poses and
used two different algorithms to detect the activities and
also it recognized the face of the worker to differentiate
between them and calculated the wasted time of each worker.
The system achieved an accuracy rate of 94.2% using this
method. However, we are confident that the accuracy of this
system will improve with more test videos and more tests
on a live camera. Our future work will focus on solving

problems such as obstacles (hood) that arise while defining
activities and affecting system accuracy. As well as increasing
the data set to reduce the problem of similarity between
activities. Besides, we will increase the activities in which
the experiments were conducted in the future with more than
one algorithm being tested and compare it with the one-dollar
algorithm to increase the accuracy.
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automated recognition of work activity in industrial manufacturing using
convolutional neural networks,” Electronics, vol. 10, no. 23, p. 2946,
2021.

[8] S. Win and T. L. L. Thein, “Real-time human motion detection, tracking
and activity recognition with skeletal model,” in 2020 IEEE Conference
on Computer Applications (ICCA). IEEE, 2020, pp. 1–5.

[9] G. Ogbuabor and R. La, “Human activity recognition for healthcare
using smartphones,” in Proceedings of the 2018 10th international
conference on machine learning and computing, 2018, pp. 41–46.

[10] S. Sezer and E. Surer, “Information augmentation for human activity
recognition and fall detection using empirical mode decomposition on
smartphone data,” in Proceedings of the 6th International Conference
on Movement and Computing, 2019, pp. 1–8.

[11] P. Washington, A. Kline, O. C. Mutlu, E. Leblanc, C. Hou, N. Stockham,
K. Paskov, B. Chrisman, and D. Wall, “Activity recognition with moving
cameras and few training examples: Applications for detection of autism-
related headbanging,” in Extended Abstracts of the 2021 CHI Conference
on Human Factors in Computing Systems, 2021, pp. 1–7.

[12] Z. Hussain, Q. Sheng, and W. E. Zhang, “Different approaches for
human activity recognition: A survey,” 06 2019.

[13] J. O. Wobbrock, A. D. Wilson, and Y. Li, “Gestures without libraries,
toolkits or training: a $1 recognizer for user interface prototypes,” in
Proceedings of the 20th annual ACM symposium on User interface
software and technology, 2007, pp. 159–168.
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4.4.2 Exploring Brain Tumor Classification Using Deep Learning
Habiba Mohamed Mousa on publishing a Conference paper on his graduation project, which
was published at the 2022 International Mobile, Intelligent and Ubiquitous Computing Con-
ference international conference. The paper entitled “Exploring Brain Tumor Classification
Using Deep Learning " proposed a system that build a reliable means and appropriate method
for classifying human brain cancers that uses magnetic resonance imaging (MRI) to distinguish
between the many forms of Glioblastoma, malignant tumors, and gland tumors. [12]
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Abstract—Diagnosis at a beginning period and recognition
of the type of cancer can assist doctors and health experts
in determining the most appropriate treatment. The target of
this is to research is to build a reliable means and appropriate
method for classifying human brain cancers that uses magnetic
resonance imaging (MRI) to distinguish between the many forms
of Glioblastoma, malignant tumors, and gland tumours are
examples of brain tumors. In order to enhance and achieve
accurate results can make preprocessing methods like resize MR
images, cropping and data augmentation to avoid over fitting.
By using deep learning pre-defined models as ResNet, VGG16,
MobileNet and Inception. And transfer-based learning CNN that
supported with calculation of dice, sensitivity and specificity
we founded that by using dice with CNN model the achieved
accuracy was 99.9%.

Index Terms—Brain Tumor,Data Augmentation , Deep Learn-
ing, CNN,

I. INTRODUCTION

A brain tumour is defined as the uncontrolled expansion of
neural cells. Non-cancerous or malignant cells can form brain
tumors. cancerous cells are categorized into two types [17]
the first one is primary which means that tumor start in brain,
The second one is Secondary which means that tumor start in
elsewhere in body then move to brain. The potential negative
effects of a brain tumour differ widely based on the tumor’s
shape, position, and pattern of increase. The most common
indications are headaches, Problems with walking or balance,
Problems with memory or thinking, feeling lazy or sleepy,
mood swings or changes in your attitude, alterations in your
ability to effectively communicate, hear, or see, Paroxysmal
which means Seizures and Slightly out of focus vision,
double vision, or a lack of mind’s eye are all examples of
visual issues [15]. Their exist several types for brain tumor
First, ”Gliomas” Is cancer that start either the brainstem or
the central nervous system. Second, Tumors that grow in the
membranes that surround the brain and spinal cord are known
as ”meningiomas’ (meninges). Third ,The ”pituitary” gland is
a little shaped organ region found at the center of your brain,
between your ears and slightly behind your nose. The gland,

although its modest shape, has an impact on practically every
aspect of your brain. These are the most frequent brain tumor
types that was proved by statistics are Meningiomas, Gliomas
and Pituitary [16]

Over the last 30 years, the United nations stated according to
the Brain Tumor Organization (NBTF), death rates in various
countries have increased by 300%. [19]. An approximated
83,570 people will be successfully treated with brain tumors
in the Us in 2021, with 18,600 dying from the disease [21].
To collect information regarding tumours (tumor kind, form,
volume, placement, and so on) that is essential for their
diagnosis, a variety of medical imaging techniques are used
PET, CT scan Tomography, MRS, and MRI are all imaging
techniques.

These methods can be utilized to provide more specific
information about tumors. MRI, on the other hand, is the most
widely utilised method because of its numerous advantages.
[21]. Deep learning has recently been used to classify a
variety of diseases and cancers.Nyoman Abiwinanda et al. [22]
created a CNN that can automatically classify the three most
common forms of BTRs, namely Glioma, Meningioma, and
Pituitary, without the need for any training data.for a request
for pre-processing depending on geography They made use of
a BTR.

Quick diagnosis of brain tumours is important for successful
treatment planning and healthcare. Manually classifying items
with comparable features is a time-consuming process. The
main idea underlying transfer learning is to speed up the
learning of by moving data from a previously learned or
trained model to a new task. Many scientists have used AI
algorithms and Deep Learning find out the ways to make more
progress, but tracking or identifying accuracy could still be
improved.

This paper tries to enhance classifying of brain tumor types.
The paper try to explore different types of deep learning
algorithms and transfer learning over dataset in order to
reduce miss identification of brain tumor types. Deep Learning
strategy for brain tumor classification that uses pre-trained
models.(VGG16, Inception, ResNet, and MobileNet) and CNN978-1-6654-6677-6/22/$31.00 ©2022 IEEE
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with transfer learning on a bench marking dataset for the types
of brain tumor was explored.

II. RELATED WORK

There is a need for a quick and reliable method to determine
whether the tumour present is cancerous (LGG orHGG). For
the classification of tumorous images into LGG or HGG,
a two-stage deep learning architecture is proposed and they
achieved accuracy 92.54%. [5]

To address this challenge, The MRI picture must first be
kept at the image’s boundary by median filtering to distinguish
brain tumor tissues. The following phase in the tumour seg-
mentation process is to use a median filter, which is repeated
until the greatest region is obtained with 90% accuracy. [1]

According to recent research, deep learning methods outper-
form machine learning methods in image classification tasks
and provide higher accuracy.Deep learning is a subtype of
machine learning that eliminates the need for manual feature
extraction, providing it an advantage over other methods. Us-
ing fully connected neural networks and Convolution Neural
Networks, Paul et al. developed a generalised method for
brain tumor classification that achieved 91.43 100 % accuracy.
(CNN). [2].

The reference dataset utilised by the majority of the re-
searchers is Brats 2015. They next compare multiple CNN-
based transfer learning models for brain tumour classification
in MRI images, as well as extract characteristics.It demon-
strates how deep learning algorithms may be used to detect
brain malignancies from MRI images of the brain and classify
them utilising a number of approaches for brain diagnosis en-
hancement, segmentation, and classification, including medical
image processing, pattern analysis, and computer vision. [3]

Establish a robust and efficient method for classifying
brain tumours using MRI that is based on the transfer learn-
ing technique. Deep features from brain MRI require pre-
trained models like Xception, NasNet Large, DenseNet121,
and InceptionResNetV2. For accurate and fast training, the
dataset was first cropped, preprocessed, and augmented. Three
different optimization algorithms were used on an MRI dataset
(ADAM, SGD, and RMSprop). According to the experimental
results, the CNN model discovered that the ADAM optimizer
outperforms the other three proposed models. [4]

A CNN able to detect and identifying whether or not a
patient has BTR. The suggested technique The model accuracy
is compared to a pre-implemented CNN model, — in other
words, layer combinations Convolutional layer 2D and ReLU,
by combining the ReLU activation function with a convolution
2D layer Convolutional layer 2D and ReLU With 78.57 %
of the voting, the suggested model was approved. [6] For
segmentation techniques such as Authors utilize architecture,
threshold, and a simple constrained container. Transfer learn-
ing is used to classify AlexNet and VGG-19, two pre-trained
convolutional neural networks. [7]

Polly et.al [8] K-means clustering, DWT, and SVM were
combined to create a classifier. The accuracy was found to be

99 %. The system was not designed for large data sets, despite
its high accuracy.

Kerala [9] discusses a robust deep learning method for
predicting brain tumours from MRI images that employs
a convolution neural network. The model, which has been
evaluated on two datasets, shows good performance metrics
on both, making it acceptable for therapeutic diagnostics. In
the study, two datasets with 99 % and 95 % accuracy were
used.

III. METHODOLOGY

In our approach, the input dataset is first divided into
training and testing as shown in figure 1. The images are
then subjected to preprocessing operations, the pre-processing
images are scaled.

Transfer learning is used to create the CNN architecture
that are composed of 6 layers ,the model was created using an
Adam optimizer and a loss function Categorical Crossentropy
and Binary-Crossentropy. (input, conv2d(128), maxpooling2d,
conv2d(64), maxpooling2d, fatten, dense(32), dense) is the
model.The model has a total of 7,533,956 trainable parameters,
with a batch size of 32., and the hyperparameters are modified
to achieve the desired output. The final model is obtained once
the network has been trained using the training and testing
data. This model is used to predict whether a subject has a
tumour or not and which type of tumor if it exists.

Fig. 1. System overview
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Fig. 2. Number of images per each class

A. Dataset

We have obtained dataset from Kaggle (Brats 2018) [12]
composed of MR images of 3264 files all images have the
same size and they classified into testing and training. Each
one classified into 4 classes Meningioma, Glioma, Pituitary
and No-Tumor. In the file training, first class (Meningioma)
has 822 images, the second class (Glioma) has 826 images,
the third class (Pituitary) has 827 images and last class (no
tumor) has 395 images. On the other hand, in the testing file,
first class (Meningioma) has 115 images, the second class
(Glioma) has 100 images, the third class (Pituitary) has 74
images and last class (no tumor) has 105 images. Figure 2
shows the distribution of samples per each class.

B. Models Approaches

A. CNN

The CNN model is a type of convolutional neural network
that is used to learn, CNN has four main layers convolutional
layer, pooling layer, RelU and Fully connected layer. Our
model is made up of 6 levels. Using the architecture to create
graphics with a size of (200*200). The model was created
using an Adam optimizer and a loss function Categorical
Crossentropy and Binary-Crossentropy. (input, conv2d(128),
maxpooling2d, conv2d(64), maxpooling2d, flatten, dense(32),
dense) is the model.The model has a total of 7,533,956
trainable parameters, with a batch size of 32.

B. Inception v3
Inception Modules are utilised in Convolutional Neural Net-
works to enable more efficient computation and deeper net-
works by lowering dimensionality with stacked 11 convolu-
tions. The modules were intended to solve a variety of dif-
ficulties, including computational expense and overfitting. In
summary, rather than stacking them sequentially, the approach
is to use multiple kernel filter sizes within the CNN and order
them to work on the same level.
C. VGG16
The VGG-16 model is a straightforward CNN architecture
with only a few hyper parameters. This model utilizes a 3
x 3 filter size throughout the design, In addition, there is one
step in the convolution layer and two steps in the pooling layer,

both with the same spacing. It’s known as VGG-16 since it
has 16 layers, including a softmax convolution layer.
D. Mobile-Net
Mobilenet is a model that filters images using the same con-
volution as CNN, but in a different method than CNN before
it. It uses the depth and point convolution concepts, which are
different from the usual convolution used by traditional CNNs.

E. ResNet
A sort of artificial neural network known as ResNet is a type
of artificial neural network (ANN). Residual neural networks
use skip connections, also known as shortcuts, to leap over
some layers. Double- or triple-layer skips with nonlinearities
(ReLU) and average pooling are common in ResNet models.

IV. EVALUATION AND EXPERIMENTS

In order to evaluate the performance of each algorithm on
the dataset we have conducted two experiments. The first
experiment aim was to compare the accuracy of different
classifiers on the datasets. In the second experiment, we
explored different parameters for the CNN hyper parameters
in order to achieve highest accuracy.

A. Experiment1

Table V show the accuracy of different algorithms. The
results obtained after training and validating the proposed
pre trained models (Inception , VGG16, Mobile-Net, ResNet)
and the basic preimplemented CNN model.

TABLE I
RESULTS OF THE PRE-TRAINED MODELS

Result Accuracy
CNN 96%

Inception 80%
VGG16 78.1%

Mobile-Net 70%
ResNet 68%

We have trained our models with 40 epochs and to make
sure there is no over-fitting we plotted the model loss for
training versus validation loss. Figure 3 shows the validations
versus training accuracy for the trained model.

Fig. 3. Resnet training, validation accuracy and loss

Figure 4 shows the validations versus training accuracy for
the Inception model.
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Fig. 4. Inception training, validation accuracy and loss

Figure 5 shows the validations versus training accuracy for
the MobileNet model.

Fig. 5. MobileNet training, validation accuracy and loss

Fig. 6. VGG16 training, validation accuracy and loss

B. Experiment 2

The main objective of this study is to examine the the CNN
model with different kernel sizes 5x5 and kernel size 7x7. In
addition to different batch sizes 16,32 and 64. The model was
also tested with different optimizes (ADAM, SGD, RMSProp,
Adadelta). We have tested our results in terms of Accuracy,
Dice, Sensitivity and Specificity.

2. Batch size 16, 32 or 64

TABLE II
DIFFERENT KERNEL SIZE

Kernel Size 5x5 7x7
Accuracy 94.6% 95%

TABLE III
DIFFERENT BATCH SIZE

Batch Size 16 32 64
Accuracy 96.3% 96.34 96.9%

3. Testing models using optimizers Adam, SGD, RMSProp,
Adadelta

TABLE IV
DIFFERENT BATCH SIZE

Optimizers Adam SGD RMSProp Adadelta
Accuracy 96.3% 96.34 96.9% 96.9%

4. The model is also compiled with calculation of dice,
sensitivity and specificity with optimizer SDG

Dice =
2 ∗∑(TP ∗ Ppred)∑

(TP )2 +
∑

(Ppred)2+ ∈ (1)

Sensitivity = Recall =
TP

TP + FN
(2)

Specificity =
TN

FP + TN
(3)

A true positive (TP)is when the model predicts the positive
class properly. A real negative(TN), on the other hand, is
a result in which the model correctly predicts the negative
class. A false positive(FP) occurs when the model forecasts the
positive class inaccurately. A false negative(FN)is an outcome
in which the model forecasts the negative class inaccurately
and ∈ isatinyconstantthatpreventsdivisionbyzero. The
Dice score is a statistic that assesses how closely ground truth
labels and predictions overlap, with a higher number indicating
better performance and for the correct classification of tumor
types, sensitivity and specificity were assessed.

TABLE V
MEASUREMENTS

Accuracy Dice Sensitivity specificity
Result 99.9% 99.11% 99.8%

After making a these comparison founded that the best
model with Kernels size 7x7, Batch size = 32, Number of
epochs = 30 and Gradient Descent Optimizer: SGD, then
visualize the model with these methods.

After that, we make predictions and classification report
for the validation of dataset. Finally, Confusion matrix for
the conducted model
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Fig. 7. CNN training, validation accuracy and loss

Fig. 8. Confusion Matrix For CNN Model.

After the confusion matrix we found that there exist a
conflict between classes in the tumor types (meningioma
Tumor,pituitary tumor and no tumor classes). Figure 9 shows
samples of the dataset for different classes causing confusion
as they looks close to each other.

CONCLUSION

We suggest in this study a technique for classifying brain
MRI into four separate classes that can be utilized successfully.
Pre-processing, processing, and classification of MRI scans
are the three key stages of the model. Using models that
have already been trained This technique applies the learning
accomplished by the MRI images categorization using a pre-
trained algorithm for natural image classification. This model
can be used to detect sickness in other parts of the body in
the future. We founded that by using dice with CNN model
the achieved accuracy was 99.9%.

Fig. 9. Sample from tumor classes
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4.4.3 IRats: Intelligent System for Rat Behavior Analysis
Andrew Zaky Naguib for publishing a scientific paper to the IEEE Xplore as part of the 2022,
which was published at the 2022 International Mobile, Intelligent and Ubiquitous Computing
Conference international conference. The project was part from the cross disciplinary research
work that was done with colleges from the faculty of Pharmacy towards the digital transfor-
mation. The paper entitled "IRats: Intelligent System for Rat Behavior Analysis" proposed
a system to make data extraction from pharmaceutical experiments on rats. Detection and
classification of the trajectory of rats and mice will help scientific researchers speed up the
development of new drugs for the community. This paper proposes and objectively uses
image processing and computer vision to analyze one of the eminent rat behavior analysis
experiments, which is the Morris Water Maze (MWM). The paper aims to reduce the time
taken by the doctors to extract the information about the rat and its analysis and increase the
accuracy of the classification recognition of the rat’s trajectory. [25]
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Abstract—Rats’ behavior analysis is fundamentally important
in the medical field and pharmaceutical industry. Drugs and
chemical compounds are given to mice and rats to measure their
therapeutic effects. If the drug’s effect is promising, it will be
investigated in humans. Data extraction from experiments and
classifying the trajectory of rats and mice will help scientific
researchers speed up the development of new drugs for the
community. We used image processing and computer vision to
analyze one of the eminent rat behavior analysis experiments,
which is Morris Water Maze (MWM). In the current work, we
implemented two experiments, the first was testing more than
one object detection and tracking algorithm on rats and mice
behavior analysis. Second, we used three tracking algorithms,
which were $P Point-Cloud Recognizer, Dynamic Time Warping
(DTW), and FastDTW, to track the rat’s path and classify
its movements. The result of the first experiment was that a
combination of CSRT (Channel and Spatial Reliability Tracking)
and optical flow sparse would be more accurate in extracting
the data. In addition, the second experiment showed the highest
tracking algorithm was FastDTW, with an accuracy of 81%

Index Terms—Morris Water Maze, Rats, Trajectory detection,
Rat behaviours

I. INTRODUCTION

More than one biomedical study has shown that rats and
mice are similar to humans in the genetic, physiological, and
anatomical aspects [1]. Performed biological processes on rats
or mice under similar conditions reflect the same results as that
performed on man [2]. Rats and mice occupy about 80%–90%
of the total number of animals used in biomedical researches
[3]. Rodents (rats) are preferred by researchers due to their
tiny size, having a large genetic pool, being easy to handle,
and having a short lifetime [4]. Various experiments can be
performed on them, but in this study we focused on the Morris
Water Maze (MWM) experiment.

Fig.1(a) shows the real pool image where we did our
experiments and recorded the video datasets.

As shown in Fig.1(b), normal rats can directly reach the
platform while rats suffering from neruocognitive disease
wander around before finding it [5].

(a) Real pool of experiment

(b) Noraml rat vs. rat with neruocognitive disorder in Water

Fig. 1. Water Maze experiment

MWM is one of the most commonly used experiments on
rats and mice to study spatial learning, memory, and neurocog-
nitive diseases like Alzheimer’s disease [6]. The MWM is also
used for evaluating cognitive impairments in mice following
Traumatic brain injury (TBI) [7]. MWM was established by
Richard G. Morris in 1981 [8]. The mice in the experiment are
supposed to escape the water by finding a submerged, invisible
platform, climbing on it, and staying on it until they return to
their home. Water (26°C) was added to a depth of 25 cm in978-1-6654-6677-6/22/$31.00 ©2022 IEEE
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a circular water tank made of white polypropylene, about 50
cm deep and 150 cm in diameter. Four spots around the tank
edge, 90 degrees apart, were labelled north (N), south (S),
east (E), and west (W), offering four different starting points.
A spherical, transparent escape platform with a rough surface
(6 cm in diameter) was placed in the middle of one of the four
quadrants, submerged 0.5 cm below the water level. A video
camera was installed 1.4 metres above the centre of water tank
to capture all swimming trials. [9], [10]

Various outputs could be extracted from the MWM exper-
iment. The most common outputs used by researchers in the
experiment are the latency time to enter the quadrant, the
number of entries, and the time spent in the target quadrant
[11], which we worked on extracting. First, the latency time
to enter the quadrant is the time taken from the start of
the experiment till the first time the rat enters the target
quadrant where the platform is placed. Next, the number
of entries is the number of times that rat enters the target
quadrant. Finally, the time spent in the target quadrant is the
time taken inside the target quadrant from the start of the
experiment until the end. While for the classification of the
swimming rat path, we worked on five moving paths, which
are incursion, scanning, focused search, chaining response, and
self-orientation as shown in Fig.2.

Fig. 2. Classification of the swimming rat path

Studying rat behavior in a water maze has to be done
visually or by watching a previously-recorded video to extract
the results. These results are divided into measured data (such
as latency time , entries number, and time spent in target
quadrant) and rat trajectory (classification swimming path).
This process consumes a lot of time to extract the appropriate
basic information. Besides, it demands more effort, and the
results may be inaccurate because of human error. Also,
classifying swimming paths is sophisticated and complex to
be determined and extracted without a program [12].

Finally, in this paper, we worked on reducing the time
spent by the researchers to extract the information from the
experiments. Moreover, trying to increase the accuracy of the
classification recognition of the rats and mice trajectory.

II. OVERVIEW

The researchers start putting a video camera over the pool
to record the experiments. Then we start tracking the path
and trajectory of the rat. After that, we upload the video
into the program to capture the trajectory of the rat, and
then time analysis, frames comparison , and image subtrac-
tion is done. Various techniques for analyzing rat data in
MWM experiments has been presented throughout the years.
These approaches range from simple performance assessments
to more advanced classification techniques that divide the
animal’s swimming route into behavioral categories called
exploratory strategies [11]. This is followed by saving the
extracted data in the database. Then we apply data analysis
techniques. Finally, the program will generate a report of the
results for the researcher, as shown in Fig.3.

Fig. 3. Overview of system input and output

III. RELATED WORK

In this section, we carefully collected academic research
studies that focuses on the detection and tracking of animals
and the automation of MWM experiments. We began with
research studies that used different methods to detect the
rat. Next, we analysed how they reduced the noise during
the experiments. Then, the tracking and classifying of the
swimming path techniques were used. Finally, the automation
of the MWM experiment made it easier to utilise.
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A. Rat detection methods

Rat detection is important in this experiment as the location
of the rat should be determined in each frame. P. Khunarsar, et.
al. [13], reconstructed the background model to be a grey-scale
image and applied it to the foreground extraction Gaussian
Mixture. Then, started to segment the moving object from
the background to detect the rat’s location. This method was
tried on a dataset consisting of 11,655 images and got an
83.53% accuracy rate. S. Yavuzkiliç, M. Aslan, and A. Şengür
[14] used threshold value for rat recognition. T. Jin and F.
Duan [15] integrated YOLOv3 and a neural network to detect
the rats. They found that with the increase of the training
dataset, the detection accuracy gradually improved, and the
final average accuracy was 89.09% by using 1300 images for
training.

B. Noise reduction

One of the critical challenges that are faced during the
experiments are water motion, light reflection, and brightness
change. Z. T. Pennington, et.al [16] used Med Associates,
which is an infrared camera that was used during the exper-
iment to prevent light reflection. As infrared does not fetch
the stimulation wavelengths that come from light-source. G.
Miramontes de Leon , et. al [17] used Kalman filter technique
which demonstrated that it performs well in the removal
of significant noise data values, and that it was critical to
include measurement noise as a mean to compel the algorithm
to underestimate measurements with considerable mistakes.
The findings showed that the algorithm’s improved ability to
predict noise and reduce its impact.

C. Trajectory tracking

Rat trajectory tracking is essential in water maze experi-
ments. Trajectory tracking is one of the main steps used to
determine the rat position and could predict the next position.
According to Y.-J. Chen et. al [18], they used the FPGA-based
digital analysis and image tracking system in their study. Their
results showed that they can process up to 700X480 pixels
images with high quality in real-time speed. J. Patman, et.
al [19] applied Adaptive Kalman Filter to help them in the
tracking process and predict the next step later on. R. Farah,
et. al [20], suggested a reliable approach for tracking animals
and determining their mobility patterns. The used approach is
intended to function in uncontrolled laboratory environments.
Their approach is divided into two steps: the first uses a fixed
size window and four features to track the animal coarsely,
and the second refines the tracked area’s borders for a better
fit on the animal. Combining the two steps achieves an average
tracking error of less than 5%.

D. Classifying swimming paths

The experimental rats’ reactions and behaviours during the
swimming are highly powerful markers for their emotional
state in biomedical investigations. Rodents’ (especially rats’)
exploring behaviours are indicative of their stress levels [20].

Also, each rat path has meanings and indications to the scien-
tists. V. Gehring1, et. al [12] made a classification of the path
on two types of rats; normal and stressed rats. The findings
demonstrated that stressed animals have substantially longer
average pathways than non-stressed animals, as predicted, but
the increase is non-uniform across the different tactics.

E. Automation MWM experiment
M. Forero, et. al [21] worked on automation of detecting

the location of the pool and its demotions without selecting
it using the Hough transformation. Furthermore, they used
mathematical morphology techniques to determine the rat’s
position. The findings reveal that the method works in every
scenario, minimizing analysis time and user interaction. Al-
though, A. Higaki, et. al [22] used data collected over four
days in normal mice and vascular dementia model animals
and created an artificial neural network (ANN) system to
predict the ultimate result in MWM. They used Chainer, an
open-source deep learning framework, to create a multiple-
layer perceptron (MLP) as a prediction model. The results
showed that comparing the measured value with the predicted
value and the accuracy of the predictions did not change
considerably.

In conclusion, some of the research studies focused on
detecting the rat in the pool and how to reduce the noise, and
the other research studies worked on tracking and classifying
the path. In this paper, we combined the two types of research
studies and compared the results.

IV. METHODOLOGY

A. Data collection

We have conducted 18 experiments for detecting and ex-
tracting different rat behaviours. During these experiments, a
camera was attached to the top of the swimming pool. The
recorded videos data-set for MWM consists of 18 videos, each
lasting about 60 seconds (1 min). Each video has a 3840x2160
resolution and a 60-frame rate.

B. Algorithms

Algorithm 1 Detecting and Tracking Rat
Ensure: ratPostion = False
Ensure: postionPoints = none
trackingPoints = []
while True do

Ratpostion, postionPoints← RatDetection()
if Ratpostion == True then . //Ratpostion is True if

rat was detected
M ← cv2.moments(postionPoints)

center = (int(M [”m10”]
M [”m00”] ), int(

M [”m01”]
M [”m00”] ))

combinationTracking ← CSRTandOF (center)
trackingPoints.append(combinationTracking)

end if
end while
data← saveDatatoF ile(trackingPoints)
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In Alg.1, the program processes the video and applies
detection techniques to allocate the rat position in the wa-
ter pool. Then, determine the center using the ready-made
moments function in the OpenCV library. They calculated it
using Green’s formula. Next, we start to path the determined
center to the tracking algorithms, which are a combination of
CSRT and Optical flow sparse algorithms. Finally, we save the
tracking points of the rat in a points list and save the data into
a file.

Algorithm 2 classification of rat swimming path
Ensure: trackingPoints← readDataFromFile()
Ensure: results = []

for each point ∈ trackingPoints do
classifyPath← FastDTW (point)
results.append(classifyPath)

end for
data← saveDatatoF ile(results)

In Alg.2, we start to read the points which are the output
from Alg.1. This tracking points will start to fire the FastDTW
algorithm to start comparing the rat’s swimming paths. Finally,
save the data and generate a report for the user.

C. Detection and tracking problems
The detection and tracking techniques of the rat for most

of the videos were clear, but in some videos more than one
challenge was faced. One challenge relied on the camera
stabilization and the other on recorded videos that should not
contain any moving objects except the rat for some techniques
as image subtraction. Furthermore, the video may contain
a light reflection in the water, holding up the detection as
shown in Fig. 4. Moreover, some problems related to the
HSV method. HSV requires that the recorded video should
not contain any other object that has the same range of color
as the rat. In MWM, the rat’s color changes in some parts of
the pool due to the brightness change.

Fig. 4. Image-Subtraction Rat detection problems

V. EXPERIMENT
We implement two experiments that aimed to find high-

performance animal detection and tracking techniques for
getting the results from the videos.

A. Experiment 1

In the first experiment, we worked on the detecting and
tracking of the rat. We implemented more than ten tracking
techniques in which most of them successfully worked and
some of them failed. The successful techniques are K-nearest
neighbours Background segmentation (Image Subtraction),
HSV, combining image subtraction and HSV, Boosting, CSRT,
MIL, Optical flow sparse, combining CSRT, and Optical
flow sparse. While the techniques that failed are KCF, TLD,
MEDIANFLOW, MOSSE, Meanshift, and camshaft. Finally,
we calculated the Root mean square error (RMSE) for each
of the extracted data values.

B. Experiment 2

In the second experiment as shown in Fig. 5, we tried to
classify five swimming paths for the rat. The swimming paths
are incursion, scanning, focused search, chaining response,
and self-orientation. We used three classifying algorithms,
which are $P Point-Cloud Recognizer, Dynamic Time Warping
(DTW), and FastDTW. We saved the templates of points
containing the correct swimming rat paths for each of the used
algorithms. Next, we used the collected tracked points list and
started to call each classifying algorithm and send each 70
points from the list. After that, we compared the results with
the ground truth. Finally, we calculated the accuracy for each
of them.

Fig. 5. Rat Trajectory

VI. RESULTS

Table 1 shows the results of Exp. 1, which are RMSE results
extracted from each of the eight successful techniques on the
three required outputs.
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TABLE I
COMPARISON FOR DIFFERENT TRACKING ALGORITHMS IN MEANS OF

ROOT MEAN SQUARE ERROR (RMSE)

Time spent inside target quadrant (sec) Number of entries Time till reaching target quadrant (sec)

Image subtraction 1.1393 0.816 1.67511

HSV 1.1178 0.3333 1.6869

Combining Image Subtraction and HSV 1.1301 0.3333 1.6676

BOOSTING 1.2387 0.236 1.89682

CSRT 0.8669 0.4082 0.6804

MIL 0.9645 1 1.7524

Optical flow Sparse 0.9922 0.2357 0.9797

Combining CSRT and Optical flow sparse 0.8669 0.2357 0.6804

We found that all the successful tracking techniques got
RMSE of lower than 2, as shown in Table I,. So, we decided to
make it more visible by extracting the grouped bar chart shown
in Fig.6. We found that CSRT got the lowest error rate in time
spent inside the target quadrant and time till reaching the target
quadrant. While for the number of entries, optical flow sparse
is the lowest error value. Therefore, We have combined the
CSRT and the optical flow sparse to get the lowest RMSE.

Fig 6, shows a grouped bar chart for the results. We found
that CSRT was the best technique for extracting time spent
inside the target quadrant and time till reaching the target
quadrant, with values of 0.8669 and 0.6804, respectively.
While for the number of entries, we found that optical flow
sparse was better with a value of 0.2357. Thus, we decided to
make a combination of the two techniques to get the highest
performance results.

Fig. 6. Grouped bar chart for the tracking techniques

Table 2 shows the results of Exp. 2, where we worked on
ten videos, and each video has a different number of events
(swimming paths) depending on the time of the experiments.
First, we collected the ground truth for each event that oc-
curred during the experiments. Next, we collect the predicted
values from each technique.

TABLE II
ACCURACY FOR EACH CLASSIFYING TECHNIQUES

VideoNumber Number of events $P Point-Cloud DTW FastDTW

1 10 80% 70% 90%

2 7 57% 71% 86%

3 8 75% 75% 75%

4 9 67% 78% 67%

5 14 64% 86% 86%

6 7 71% 86% 86%

7 23 43% 70% 74%

8 17 65% 82% 76%

9 26 65% 85% 88%

10 14 79% 86% 79%

Avarage - 67% 79% 81%

Then, we start comparing the results from the technique
with the ground truth and calculate the success rate for each
technique. Finally, we calculate the average success rate re-
sulting from all the experiments for each technique. FastDTW
was the best result, with an accuracy of 81%

VII. DISCUSSION

Conducting the two experiments revealed that the combina-
tion of the CSRT and Optical flow sparse tracking algorithms
showed better extraction of the three experiment outputs than
other tracking techniques, namely; the time spent in the
target quadrant, the number of entries, and time till reaching
the target quadrant with RMSE 0.8669, 0.2357, and 0.6804,
respectively. Moreover, similar results were obtained with the
DTW and FastDTW for the classification of the rats’ swim-
ming paths due to applying the same algorithm, but FastDTW
has a higher rate. Therefore, FastDTW is recommended for
the classification of the rat’s swimming path as it displayed
an accuracy level of 81% for each 70 saved points considering
the number of events.

VIII. CONCLUSIONS AND FUTURE WORK

In conclusion, for the detection and tracking of the rat
MWM experiments, a combination of CSRT and optical flow
will be satisfactory with the lowest error rate compared to
the ground truth results. Also, for classifying the swimming
path of the rat, using FastDTW was the best compared to
other algorithms. In the future, we will work on increasing
the amount of output data extracted from the video data-
set and widen the classification classes of the swimming rat
path. This would be done by feeding the models with more
templates and trying to find the optimal number of points to be
tested on this model using deep learning. Moreover, trying to
solve the problems faced during the experiment by combining
two or three alternative tracking techniques; if one fails, the
other will be replaced. Finally, we would try other behavioural
experiments such as Open field and Y-maze experiments.
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Messinis, Rémi H J Dulize, Vincenzo Belcastro, Ioannis N Melas,
Theodore Sakellaropoulos, Kahn Rhrissorrakrai, Erhan Bilal, Pablo
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110 Chapter 4. Conferences

4.4.4 The Prediction Of Blood Glucose Level By Using The ECG Sensor of Smart-
watches
Youssef Maged on publishing a Conference paper on his graduation project, which was
published at the 2022 International Mobile, Intelligent and Ubiquitous Computing Conference
international conference. The paper entitled “The Prediction Of Blood Glucose Level By
Using The ECG Sensor of Smartwatches" The objective of this research paper is to try
out different machine learning models on Diabetic patients in order to predict their blood
glucose level based on the heart rate values along with extra features coming from the smart
watch.[10]
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Abstract—The objective of this research paper is to try out
different machine learning models on the patients from the
D1NAMO data-set in order to predict blood glucose level based
on the heart rate values along with extra features coming from
the smart watch, The glucose readings will be measured by the
CGM along the 2 weeks duration of the calibration between
smartwatch and CGM device. Our proposed System will be
applied per patient, the patient will use the CGM device along
with the smart watch and calibrate the 2 readings together, after
the CGM expires the data will be taken and processed together,
any noise that interfered with the ECG signal will be removed
in order to have a clean noise that can be combined with the
Glucose readings to be in the exact timestamp, as an output the
user will have the ability to depend only on the smart watch in
knowing the blood sugar level for a duration of time.

Index Terms—Continuous Glucose Monitoring (CGM) , Re-
sampling , Blood Glucose (BG), Electrocardiogram (ECG) , Mean
squared error (MSE) , Mean absolute error (MAE) , Root mean
squared error (RMSE)

I. INTRODUCTION

Diabetes is a disease that happens when the blood glucose
level is too high, the glucose which comes from the portion
of food that the patient intakes, is responsible for supplying
the body with the energy needed in order to do his/her daily
routine with the sufficient energy, there is a hormone that the
body produces that is secreted by the pancreas is called insulin
which controls the glucose levels, so the diabetic person suffers
from the lack of insulin in their body which leads to the stack
of glucose in the blood and having an excessive amount of
glucose in the blood can cause medical issues [1]. According
to IDF Diabetes Atlas, 537 million adults have been suffering
from diabetes over the few years [4].

There are 3 types of diabetes. First type, is when the body
stops producing insulin which causes the increasing of the
blood sugar, it is often developed at a fast pace and is generally
diagnosed in young-age people, daily insulin shots needed for
those who have type 1 diabetes in order to survive. Second
type, is that the body doesn’t use the insulin produced well as
a result the body can’t keep a normal blood sugar levels and
it is normally diagnosed at old-age and it is not noticeable

so monthly blood sugar test is needed. Third type, is the
Gestational Diabetes which is developed in pregnant women
and it puts the baby at high risk for health problems and it
ordinarily disappears after the child is conceived yet expands
the danger for type 2 diabetes sometime along the way [2].

There are alot of devices out there that have the capability
to measure the blood glucose level whether on time or every
few minutes, they have different price ranges depending on
the quality of the product and its effectiveness, First type of
products is the finger-picking devices which is not preferable
by everyone as that the patient have to finger-pick himself in
order to get a blood sample to put it in the device and let it
process the data and estimate the blood glucose level [3].

The other type is the glucose monitoring devices that keeps
track of the blood glucose level continuously throughout the
day, from these type of devices it enables the patients to have
the ability to review the change of glucose level, this review
enables the user of the device to keep track of his/her health
life and take decisions based on those reviews, decisions like
the most effective method to adjust the food’s portion intake,
active work and medicine intake [5].

In this paper, we will be focusing on the second type of
devices which are the continuous glucose monitoring devices
(CGM), those devices are sensors that are placed onto a
different body parts like upper arm or stomach.

CGM device has a needle that is inserted inside the body to
penetrate the skin and then a tiny filament is left there in order
to take glucose readings throughout the day, those readings are
then sent to the user’s smartphone in order to check out the
glucose values and these devices are supported with features
that enables it to send alerts if the blood sugar is higher or
lower than the target range set by the user [6].

As there are pros for having CGM device there are also
cons, some people complained about the painful sensor inser-
tions, there might be a lost signals due to any circumstances
also its high price and its need to be changed every two weeks
may be considered as a problem for some people who cant
afford buying the device for several weeks [7].

The objective of this paper is to replace the CGM device
with the smart-watch that is capable of measuring heart rate
values. This can be achieved by proposing a machine learning978-1-6654-6677-6/22/$31.00 ©2022 IEEE
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model that can use the heart rate values along with different
features in order to predict the glucose values, this model will
help solve time gap delay that exists between the measured
glucose level by the devices and the actual level, it will also
save people from buying costly CGM device.

II. RELATED WORK

Calbimonte et al. [15] discussed their goal which was
focused mainly on D1namo Project that targeted non-invasive
diabetes monitoring, they used different wearable sensors to
collect the data, as an example they used sensor belt in
order to extract reading for accelerometer along with ECG,
they created two models one for heart beat classification in
glycemic conditions and one for prediction of blood glucose
levels of the patient at a certain time, they prepared the data
by cleaning any noise that interfered with the ECG signal.

Shaqiri et al. [9] proposed a deep learning model to predict
the glucose levels based on the heart rate variability by using
two main HRV parameters which are SDNN and RMSSD, also
they build an architecture of three hidden layers in addition to
Adam optimizer and tanh for activation function, they used
Autokeras in order to pick the best model with the best
performance and they achieved 91.96% validation accuracy.

Rashitan et al. [10] They proposed a machine learning
framework its purpose was to Extract different features from
heart-rate that correlates strongly with the extracted features
from CGM data, at first They applied Feature Extraction on
the data after representing the values as time series and then
they used Canonical Correlation Analysis (CCA) in order to
find the maximally correlated latent representations. their goal
was to provide a technique to grow the efficiency of heart-
rate data to be used for diabetes identification for patients and
medical services suppliers.

Cichosz et al. [11] presented their objective which was to
use the previous and current readings to predict glucose levels
in the future based on those past readings, they used used an
artificial neural network regression algorithms (NN). In order
to achieve high results they used 3 different data-sets, one for
training and testing and the other two for validation.

Shaqiri et al. [8] attempted to sort out which heart-rate
variability parameter that can give a high correlation between
those parameters and the Glucose values of a patient, after
trying many parameters they concluded that the Root Mean
Square Successive Differences parameter (RMSSD) concluded
better results in short term continuous measurements and for
the long term measurements they concluded that Standard
Deviation of Normal to Normal intervals (SDNN) is better.

Cichosz et al. [16] the objective of this study was to predict
and detect hypoglycemia based on the relation between the
heart-rate and CGM, they have done this study on 16 patients
with 16 hypoglycemic events, they started by applying feature
extraction on both of the data and then they ranked the
features based on the highest correlation and they used the
high correlated subset of features, as a result they managed
to predict all the 16 hypoglycemic events without any false-
positives.

Gusev et al. [17] they elaborated a comprehensive overview
of the progress that has been reached until now by different
researchers to use different approaches and techniques based
on machine and deep learning algorithms to conduct a relation
between HRV and CGM, they also discussed the usage of ECG
sensor in identifying the heart-rate and correlate it with other
features.

Charamba et al. [18] they started by collecting the data
then they started processing on it by cleaning both of the
readings, they used expert opinion to determine the range of
measurements that weren’t compatible, and they also cleaned
signal loss. their purpose was to study the relation between the
glucose and QTc and they discovered that the glucose have a
positive relationship with the QTc.

Gusev et al. [19] they designed a system that is capable of
measuring glucose based on ECG readings along with different
HRV parameters, they collected the ECG signal through a
wearable sensor and its data is collected by a smartphone
and it is analyzed by using sophisticated machine learning
algorithms, the ECG signal is digitalized and cleaned from
any noise and it is processed through the models along with
the parameters extracted from HRV.

Vishinov et al. [20] the objective of this research was to
investigate the different parameters that can be extracted from
the HRV in order to correlate it with the glucose readings,
they used two methods to correlate which were Pearson and
Spearman, they divided the HRV parameters into two sections
which are time-domain parameters like SDNN , ASDNN and
the other section was non-linear parameters like SD1. They
concluded that SD1/SD2 got the strongest positive correlation.

III. METHODOLOGY

In this section we will be talking about the data-set that was
used in the training process of the different machine learning
models, also we will be mentioning the data preprocessing
techniques used in cleaning, combining and the feature ex-
traction of the data.

A. System Overview

Fig. 1: System Overview illustrates the inputs and the flow of
data throughout the system.
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Figure 1 shows the proposed system will be applied per
Patient, the system starts with the data collection process
where the patient will have to get the CGM device along with
the smart watch firstly and we will calibrate them together
during the 2 weeks duration of the CGM device, after the
CGM expires the data will be taken as an input for the system
then the 2 readings will be processed together.
After that we move onto the Data Preprocessing phase where
any noise that interfered with the ECG signal will be removed
in order to have a clean noise that can be combined with the
glucose readings to be in the exact timestamp.
After the data has been cleaned and calibrated together it will
be used to train the different machine learning models with, as
an output the patient will have the ability to depend only on the
smart watch in knowing the blood sugar level for a duration
of time along with a report with the previous readings that can
be accessed by mobile phone, monthly calibration would be
preferable in order to have.

B. Data Collection

As shown in Table I, few data-sets were checked to conclude
whether they contained the values that were needed or not to
be used in the training process that will be used to satisfy our
objective.

TABLE I: Example of the datasets

Dataset Glucose ECG Activity
D1NAMO [13] 3 3 3

CITYPublicDataset [14] 8 3 3
Diabetes UCI [12] 3 8 8

The data-set that was used is called D1NAMO data-set, it
was a public data-set and it contained 29 patients (9 Diabetic
Patients and 20 healthy ones), the data were in csv format
containing the ECG signals readings along with the glucose
readings and extra features that will be used in the future work,
the data were collected during 4-6 days duration.
The data wasn’t coordinated due to time gaps between the 2
readings of ECG and glucose, also the ECG signal was found
to be noised. That’s why data preprocessing needed to be made
in order to prepare the data to be used to train the model with.

C. Data Preparation

a) Noise Removal: The data contained noise which hap-
pened during the transmission and collection of the signal, this
noise affected the values of the ECG as shown in Figure 2.

The noise that was discovered to be found in the signal
was high frequency noise specifically Motion Noise that
happens due to the electrical activity that occurs during the
different movement of the muscle along with changes in skin
temperature.
In order to remove the noise, a set of filters were applied on
the signals, IIR Notch filters were used to remove the motion
artifact interference along with FIR Filters that were used to
specify the suitable frequency for the ECG data.

Fig. 2: ECG signal before and after applying IIR and FIR
filters on the signal.

b) Time Interval: There was a different time interval
between the ECG values and the glucose values, as the
glucose were measured every 5 minutes and the ECG were
measured every 1 milliseconds, which made a huge time gap
between the two measurements, so we managed to combine
these two readings together by using time-window averaging
which is capable of capturing the average values of the ECG
measurements in every 5 minute duration of the glucose values
as shown in Figure 3, so now we have the glucose value
in corresponding to the average of the ECG values in the
specified duration, which makes the data ready for us to train
the model with.

(a) Glucose

(b) ECG Signal

Fig. 3: Data Visualization
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c) Feature Selection: The D1NAMO data-set came with
some extra features that can be used along with the ECG
readings, feature selection techniques were applied on those
features in order to deduct which one has the highest impor-
tance in predicting the glucose values. as shown in Figure 4.

Fig. 4: Feature Importance Plot

Different tools were used in order to deduct the highest
correlated features with glucose values and three features were
chosen from this plot in order to be used in the prediction of
glucose values.

d) Refining Data: After the data has been cleaned from
all the noise using the previous filters mentioned above and
after extracting the most important features to be used with the
ECG signal in the training process, different regression models
were used in order to conclude different results and visualize
those results to conclude the high result model among the
different models that can used in order to predict the glucose
values based on the heart rate along with different features.

IV. EXPERIMENT 1

Our objective in this experiment is to predict the glucose
readings based on two methods, the first one is to predict the
glucose based on heart rate only and the second method is
to use extra features along with the heart rate. We conducted
this experiment on 1 patient only during his 4 days of data
collection and Table II shows the difference in Number of
records between both values.

TABLE II: Difference between data

Data No of Records
Glucose 1438

ECG Signal 38,621,500

At the first method, we prepared the data by combining
the 2 readings of glucose and ECG signal together without
any extra features in order to have the 2 readings at the same
time, we used Moving Averages in the ECG signal in order
to decrease The readings in order for it to be compatible with
the glucose values in time and Table III shows the results.

TABLE III: Exp1’s First Method Results

Model MAE MSE RMSE R2
Gradient Boosting Regressor 3.8105 23.4060 4.8357 0.0158

Light Gradient Boosting Machine 3.8226 23.4706 4.8423 0.0131
Ridge Regression 3.8230 23.8178 4.8786 -0.0018

Least Angle Regression 3.8230 23.8178 4.8786 -0.0018
Orthogonal Matching Pursuit 3.8230 23.8178 4.8786 -0.0018

In the second method of this experiment, extra features were
used in order to be added along with the ECG signal in order
to deduct the difference between those two methods.

TABLE IV: Exp1’s Second Method Results

Model MAE MSE RMSE R2
Gradient Boosting Regressor 3.7472 22.4390 4.7351 0.0482

Light Gradient Boosting Machine 3.8226 23.0307 4.7975 0.0223
Ridge Regression 3.7702 23.0708 4.8015 0.0216

Least Angle Regression 3.7702 23.0708 4.8015 0.0216
Orthogonal Matching Pursuit 3.7795 23.1761 4.8125 0.0171

The combined data of the ECG and the extra features were
used to train different models with it, as shown in Table IV,
those are the top 5 models that got the least MAE and MSE
among the models, Gradient Boosting Regressor scored the
Highest results among the others.

Figure 5. The Learning curve of the model shows a slowly
decreasing rate in the training score along with the faster
increasing rate in the cross validation score which shows
the different training instances that were made. While the
Validation curve shows an constant rate in the training score.

(a) Learning Curve

(b) Validation Curve

Fig. 5: Learning,Validation Curves For The Gradient
Boosting Regressor Model in the Second Method
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V. EXPERIMENT 2

We had the same objective in this experiment which is to
predict the glucose readings based on the heart rate only in one
method and in the other method while using extra features, but
we wanted to conduct it on higher number of patients, so we
conducted this experiment out on 5 different patients during
their 4 days of data collection. This time we had much larger
data which took huge time in order to process it, as shown in
Table V:

TABLE V: Difference between data

Data No of Records
Glucose 4,606

ECG Signal 206,023,500

And we used different regression models on the data that
we collected and processed and the results that was conducted
from the models are shown in Table VI:

TABLE VI: Exp2’s First Method Results

Model MAE MSE RMSE R2
Light Gradient Boosting Machine 3.6140 20.5731 4.5350 0.0840

Gradient Boosting Regressor 3.6310 20.5854 4.5362 0.0838
AdaBoost Regressor 3.8473 22.1800 4.7089 0.0126

Elastic Net 3.7947 22.4679 4.7390 0.0002
Orthogonal Matching Pursuit 3.7948 22.4679 4.7390 0.0002

In the second method we used the features that were chosen
in experiment 1 in order to identify the difference in the results
while using those extra features.

TABLE VII: Exp2’s Second Method Results

Model MAE MSE RMSE R2
Light Gradient Boosting Machine 3.5965 20.5443 4.5323 0.0664

Gradient Boosting Regressor 3.6021 20.6187 4.5404 0.0632
AdaBoost Regressor 3.7519 21.3686 4.6221 0.0291
Linear Regression 3.7162 21.5673 4.6436 0.0201
Ridge Regression 3.7164 21.5689 4.6438 0.0201

The data was used to train different machine learning
models and Table VII shows the results of the top five models
that scored the highest results among each other and as shown
the Light Gradient Boosting Machine got the better results at
3.5965 Mean absolute error. Learning curve and validation
curve are shown in Figure 6. The Learning curve shows a
decreasing rate in the training score along with the increasing
rate in the cross validation score which shows the different
training instances that were made. While the Validation curve
shows an increasing rate in the training score.

(a) Learning Curve

(b) Validation Curve

Fig. 6: Learning,Validation Curves For The Light Gradient
Boosting Machine Model in the Second Method

Fig. 7: Prediction Error Plot

Figure 7, shows the Prediction Error Rate for the Light
Gradient Boosting Machine Model and the plot here shows
the best fit line that was conducted during the testing process.
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VI. CONCLUSION

The Gradient Boosting Regressor got the highest results
scoring 3.7472 MAE & 22.4390 MSE when dealing with small
scale of data like data of one patient as shown in Experiment
IV, However when dealing with Huge scale of data like five
patients or more as in Experiment V, Light Gradient Boosting
Machine handled the data well by scoring 3.5965 MAE &
20.5443 MSE. Those results were achieved using the ECG
signal, glucose and combined with different features, those
features that were included in the experiments were chosen
from the feature importance plot that were extracted and based
on certain features were chosen. As a conclusion, There exists
a correlation between the heart-rate and the blood glucose
levels along with other extracted features.

VII. FUTURE WORK

We will be exploring different modalities in order to im-
prove the results, one of the modalities that can be used is
the food tracking system that is capable of identifying the
glycemic load that comes from the food and how will it impact
the blood glucose level of the patient, another modality that
can be used is the identification of glucose by identifying
different behaviour performed by the patient.
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4.4.5 Fruit Diseases Identification and Classification using Deep Learning Model
Mohammed Ahmed Matboli on publishing a Conference paper on his graduation project,
which was published at the 2022 International Mobile, Intelligent and Ubiquitous Computing
Conference international conference. The paper entitled ”Fruit Diseases Identification and
Classification using Deep Learning Model” proposed a system that extracts (Classifies.) the
fruit diseases to help in the early detection of any illness, which is useful in the exporting
process in Egypt. This paper proposes and objectively evaluates an image management system
for disease detection and economic grouping in natural fruit products. The model implemented
in this paper was capable to beat the more extraordinary accuracy in the citrus fruit. [11]
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Abstract—Now days Fruits is being produced from alot of
countries as the global fruit production reached up to 2914.27
production in thousand metric tons and in the upcoming years
a lot of countries want to increase the production. However,
some challenges and problems persist to exist through the fruits
production like the quality of the fruit, the cost of the production,
the quality of the seed and the illness of the fruit itself. There
are types of recognized Diseases in the apples such as blotch,
scab, and rotten diseases, and for the citrus, Black spot, Scab
Citrus, and Citrus Canker.In this project, Our aim is to identify
the best transfer learning model that is able to achieve the
most extraordinary accuracy through the early detection of fruit
diseases. Five different types of transfer learning models are
presented, and they are being used in this proposed solution as
the customized CNN model achieved the highest accuracy that
reached up to 99.16%.

I. INTRODUCTION

The conventional strategy for the recognition and detectable
detection of diseases from organic substances depends on the
human eye of specialists. Some agricultural places like to
get help from specialists which is extremely expensive and
cumbersome because remote areas are hard to be accessible.
The process of localizing the illness of the crop is fundamental
to consistently differentiate the indications of diseases just in
time as they appear in the fruit under development. Infections
caused by natural fruit products can lead to a significant
number of losses in the yield, and in this way the quality will
be affected likewise. During the harvest, to recognize which
is causing this problem, it needs to be controlled within a
year to escape the losing that is happening because of the
diseases. Those infections also can produce damage during
the import and export process which will increase the loss of
the production of the fruits.

Some types of organic diseases also contaminate separate
parts of the tree by typically causing infections to the branches,
twigs, and leaves. For example, in apples, there are standard
types of illnesses which are scabbed, blotch and rotten as
shown in the fig 1. Another fruit like pomegranate, its frequent

illnesses in common are Rotten, Anthracnose, and Bacterial
blight. Also in Citrus, ordinary infections are black spot,
scabbed, and citrus fruit canker. It’s complex to accurately
detect those diseases by the human eye without being able to
get mistaken. Can those possible errors be reduced or even
able to not be caused by any potential mistakes?

Fig. 1. Common diseases found In an organic apple products: (a) Apple scab,
(b) Apple rot, and (c) Apple Blotch.

Machine learning is one of the important tools that can help
us in many Fields in our life, that can be produced easily
in a device for helping the human in their daily tasks. It is
applied with a machine learning technique that can predict and
give a trusted selection to make the human more confident
while making a choice in their work for example. Machine
learning has many kinds to work with, yet every type has its
own properties that work with various problems. For example,
classification, Regression, clustering, Dimensional reduction,
Model selection, and pre-processing. In the classification, can
be employed in some applications like image recognition and
spam detection which will be extremely helpful in those areas.
Some algorithms used in the classification are SVM, Near-est
Neighbors, Random Forest and more.

This paper presented a solution that supports the employees.
To possess a second accurate eye while sorting the fruit lane
in import and export facilities or for the farmers. The article
degraded the image from any external noises that can appear
on the image. The paper was able to classify the ordinary
diseases that appear on the fruits. The structure will try beating
the existing accuracy to possess an accurate system that
produces no error while classifying on more than one disease
by producing a comparative study between the previous work
and this paper.978-1-6654-6677-6/22/$31.00 ©2022 IEEE
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II. RELATED WORK

Based on C.senthilkumar et al., [1], in this paper, they talk
about citrus fruit and its importance in agriculture, as the citrus
is an excellent source of vitamin C. Basically, their objective
was to recognize and classify the diseases of the citrus fruit.
Their structure was based on various processes, and they are
pre-processing Hough Transform, optimal weighted segmen-
tation, and (RFANN) rough fuzzy artificial neural network
that depends on the classification. The model proposed in this
paper is called HT-RFANN. The diseases utilized to classify
them were Greening, Scab, Canker, and Blackspot. The total
number of images in the data-set was 150 images that includes
healthy and affected images of citrus. Their weaknesses were
the data-set they used however was extremely small and
wasn’t using deep learning in the feature extraction phase.
The proposed model was HT-RFANN and was the best one to
achieve accuracy up to 96.93%.
Sharifah Farhana et al [2] presented a system that discusses
how important the citrus is and how the citrus is critically
valuable in economics. As citrus is produced in 140 countries
it has an enormous importance to the community, there are
some common diseases that can produce an enormous loss in
the production of the citrus. In this paper, they work on the leaf
of the citrus. They work in two stages to allow early detection
of the citrus disease and to classify using the images that have
of the leaf details. In stage one, they propose a way to discover
the diseased area using a proposed network. Stage two is to
classify the target area employing a classifier to classify the
three types of citrus diseases. The data-set used in this paper
was a citrus data-set available on Kaggle for the experiment.
The classes of the data-set represent three types, and they are
(Huanglongbine, Canker, and Blackspot) with the total number
of images of 477 and the image size is 256 x 265. Their
strength in their proposed solution is in proposing a potential
target for the diseased areas. The proposed model achieved
accuracy up to 94.37% in detection and an average precision
of 95.8%.
Asmaa Ghazi Alharbi et al., [3], presented a system that
worked on apple diseases. Their objective was to classify the
apple illness. There were four classes of Apple diseases to
work with which are scabbed apples, rotten apples, blotch
apples, and ordinary apples. The data-set of the apples turned
out to be bought from the market nearby. They achieved an
accuracy of 99.17% implementing a CNN efficient model for
predicting apple diseases. P. Kola Sujatha, et al. [4] , presented
a system that worked on apple diseases. Their classification
was into three classes which are apple scab, apple blotch,
and apple rot diseases. Their technique of apple diseases
contribution was in several steps. In step one, they applied
segmentation. Step two used k-means clustering. Step three
was based totally on the shape, size and surface of the apple.
Their image acquisition technique was by photographing the
apple into classes to get the image from various angles. Their
achieved accuracy was 96%.

Akshatha Prabhu et al., [5] presented a system that indicates

the performance of hyperspectral imaging system, segmenta-
tion algorithms, feature extraction methods spectral and the
texture, color of the fruit. They applied a comparative study
between classifiers in more than one fruit. The fruits applied
were Apples, Citrus, orange, papaya, peach, grapefruit, and
pomegranate. Their most excellent accuracy was 100% using
PNN among KNN and SVM. Liu Zixi et al., [6] presented
a system that worked on apple illnesses. Their objective
was to classify whether the apples are diseased or not. The
combined samples represent 265 samples consisting of two
classes, diseased one and healthy one. Six classifiers were
employed to establish their models. While applying their
experiments, it proved to them that SMOTE-Tomek Link stays
the one maintaining the data distribution. The most excellent
classifier was the GBDT classifier with an accuracy of up
to 95.97%. Shiv Ram et al., [7] presented a system to be
used in localization of apple products. They achieved their
contribution in steps. In step one they used the K-means to
help them in the segmentation. Step two is by getting the
feature extraction from the segmented image. The last step
is by classifying using a multi-class support vector machine.
They used three types of diseases they were apple rot, apple
scab, and apple blotch. The accuracy of the proposed solution
was 93%.

Ayaz et al., [8] presented a system with a contribution on the
apple fruit. They used three classes with three diseases they
are scab, rot, and blotch. Their objective was to classify the
three diseases. They achieved accuracy up to 99.99% using
the DCGAN-DCNN model. They tried some other models
and assigned a comparison study between them. The models
used in this area were 2D CNN, MiniVggNet, SqueezeNet,
ResNet50, etc. Zhang et al., [9] presented a system that worked
on apple disease position. They used Fuzzy C-means and
(FCM-NPGA) Nonlinear Programming Genetic Algorithms as
techniques in their contribution. There are steps they generated
in that contribution. First, the image was enhanced using
fractional differentiation. Then they remove the noises and
edges too as to obtain the important texture information. Then
they use the FCM-NPGA to segment with it. Their objective
was to detect the defects of an apple by analyzing it. They
worked with 2000 images as an experiment to achieve an
accuracy of 98%. Samajpati et al., [10] presented a system
that works on fruit diseases. They employed the segmentation
using the K-means clustering techniques. They depend on the
texture features and the color of the fruit by extracting them.
Then, in the end, they fust two or more texture features and
the color as CCV, LTP, LBP, CLBP, and GCH. They used
a random forest classifier in their classification contribution.
Khan, Muhammad Attique et al., [11] presented a system using
lesion segmentation, prominent features selection, and spot
contrast stretching in it. They employed SCP in enhancement
and segmentation in their contribution. They used M-SVM
as a classifier and achieved accuracy of 92.9%, 94.30%, and
97.20% (Test 1). They contributed by three tests, used in (Test
2) PCA as a feature reduction, and it (Test 3) they show the
proposed features selection technique. Their data were about
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leaves they consist of four classes Scab, Rust, healthy, and
Black rots. Yogesh et al., [12] presented a system that uses
the segmentation technique on the fruit to grades its disease.
They separate the image into several areas then they focus on
the size, color, texture, and shape of the fruit. They aim to
replace the manual techniques as it Is hard to sort the pleasant
fruits. They used more than one method which is K-means,
fuzzy c-means, watershed and Otsu. Then a comparative study
is generated by them to discover the defective areas in the
fruits.

K. Swetha et al., [13] presented a system that depended
on the right value of the threshold. Thresholding is used
frequently as a technique of segmentation its idea is for setting
the most excellent value of the threshold to obtain the best
results. Their objective is to predict the injured area and give
a percentage for It. They used the perimeter and region as pa-
rameters to make it more accurate while detecting the affected
area. Dahua Li et al., [14] presented a system that focused
on the green apples. In their proposed system they tried to
combine color features, shape features, and texture features
to solve the segmentation problem to focus on the target and
in the background of the apple-picking robot. They used the
(SVM) support vector machine to aid them in segmenting the
image prelaminar also for the shape and color they are merged
to achieve the accuracy of the segmentation. The algorithm
they implemented in this paper achieved a better recognition
rate and improvements in speed than other algorithms. They
achieved a 90.08% accuracy using their algorithm. Jolly et al.,
[15] presented a system that works on describing a various
techniques and approaches for the identification and detection
of diseases in an apple by the assist of computer vision. Their
approach in their paper was to analyze the surface of the apple
for any abnormal behavior in the texture, color, and image
features. They employed the segmentation to achieve their goal
for this they used (ROI) Region of interest, also the K-means is
used. A comparative study is applied that shows the difference
between kernel PCA, Local binary patterns, and Haralick
features to test their performance through Gabor features. The
classification had been performed with K-nearest neighbors
and (SVM) support vector machine. The accuracy respectively
was 96.9%, 96.25% using Gabor+LBP and Gabor+Haralick.
Ayyub et al., [16] presented a system that proposed an image
processing technique to achieve their purpose using shape,
texture and color in the feature extraction. They achieved it
by implementing steps they were using image segmentation,
extracting the feature extraction from an image (shape, texture,
and color), then they combine the features, and, in the end,
they classify the apple disease using a multi-class (SVM)
support vector machine. Their output was to classify if it is
diseased or normal class. Their proposed approach achieved
up to 96% accuracy. Assunc et al., [17] proposed a system
that they had a problem with the number of images to use
and to prepare the model with, so they proposed an efficient
and tiny convolution neural network that can work in mobile
devices. Their objective was to help the farmer to have a
device that helps him while working to classify the healthy and

diseased peach fruits. Their model achieved the F1 score of
96% accuracy. The model was capable to compute every class
correctly and not be able to misclassify any of the corrupt ones.
This paper was able to achieve a little model to work with
small data and deliver the farmer a trusted device that couldn’t
misclassify any type of disease. Their dataset represents four
classes they were (healthy, Rot, Mildew, and Scab) with a
combined number of images 313 in the training phase grabbed
249 images and, in the testing, phase took 64 images.

III. IMPLEMENTATION FRAMEWORK

The structure overview in Fig 2 shows that the user takes
a photo of fruit utilizing a camera, then pre-processes image
augmentation as removing any unnecessary image background
or any noise and optimizing it, applying the normalization
process to the image, completely connecting the fruit layers to
a machine learning model that is trained on the three types of
the disease of fruit and four classes including the healthy part.
A dropout is involved and then classify them and finally, the
system shows the user a report whether the fruit for example,
if it has either black spot, citrus scab, citrus canker, and is in
good condition and with what percentage It is infected by.

Fig. 2. System overview
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A. Dataset

There are two datasets for two various fruits in the fig 3
, 4. The fruits consumed were citrus and apple. In the citrus
dataset, it is obtained from the Kaggle website for various
datasets it consists of two primary categories they are (test
and train). The train part consists of four classes, and they
are (black spot, citrus scab, citrus canker, and healthy) with
an aggregate number of images of 100 to work with. The test
part consists also of four classes same as the train section in the
citrus dataset but with an aggregate number of images of 50
to work with. The apple dataset was acquired from the Kaggle
website also has two samples (train and test). The train part
consists of four classes, and they are (Blotch apple, Normal
apple, Rotten apple, and Scab apple) with a combined number
of images 4500 to work with. The test section consists also
of four classes same as the train section in the apple dataset
but with a combined number of images 500 to work with. All
the images are in the JPEG format in the two datasets. The
apple dataset size is 1.06 GB, while in the citrus dataset it is
2.31 GB. There is some sample of the apple 3 and citrus 4
datasets.

Fig. 3. Apple Dataset samples

Fig. 4. Citrus Dataset samples

TABLE I
NUMBER OF IMAGES PER CLASS IN APPLE DATASET

Disease Images Number
Bloch 1250
Scab 1250
Rotten 1250
Healthy Apples 1250
Total Images 5000

B. Model Approaches

This paper used five various types of Transfer Learning
models (CNN, VGG16, Inception-V3, MoblieNet-v2,
moblienets) an observation for the difference between each
transfer learning technique and their accuracy.

1) CNN: A CNN model, [18] is used to approach this
problem as it has been extremely useful and accurate in
the prediction of an illness CNN model is a convolutional
neural network model. Using a data-set of four various classes
of apple disease which are Blotch apples, Normal apples,
Rotten apples, and Scab apples and citrus diseases dataset
that contains four classes black spot, citrus scab, citrus canker,
and healthy. To apply the CNN model architecture to images
of (320 * 320). The model includes 9 layers (experimental,
Conv2D, MaxPooling2D, Flatten, Dense) after eliminating the
top layer of the model plus the normalization phase. A 9
layers used which are respectively 1 Conv2D Layer, 1 Max
poolting 2D Layer, 1 Conv2D Layer, 1 Max poolting 2D
Layer, 1 Conv2D Layer, 1 Max poolting 2D Layer, Flatten
Layer, dense, and dense In the end, used 2 Dense Layers wit
total parameters 13,131,557 in fig 5.

Fig. 5. System Architecture for CNN Model

2) Inception-V3: Another model which is the Inception-V3
model, [19] is used to approach this problem. The Inception-
V3 model architecture was applied to images of (224 * 224).
The model includes four layers which contain dense layers.
To classify for a more encouraging result, it is preferred to
use Dense layers.

3) VGG16: Another Model that is being popularly used
efficiently is the VGG16, [20] in common is a convolutional
neural organization model. It efficiently was a notable model
that was equitably distributed at ILSVRC2014. Without
topmost layers to properly apply VGG16 to images of size
(320 * 320). The model maintains four layers. The VGG16
was integrated with an SGD streamlining the agent and
unfortunately Categorical Cross-entropy.

4) MoblieNet-v2: Another developed model which
correctly is the MoblieNet-v2 model, [21] used to carefully
approach this economic problem. By applying the MoblieNet-
v2 model architecture to images of (224 * 224). The model
maintains four layers which consist of Dense layers. To
classify for a more encouraging result, it is preferred to use
Dense layers.
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5) Moblienets: Another developed model which is the
moblienets model, [22] to approach this economic problem. By
properly applying the moblienets model architecture to images
of (224 * 224). The model maintains four layers which consist
of the Dense layer. To classify for a more encouraging result,
it is preferred to use Dense layers.

IV. EXPERIMENT AND RESULT

1) Experiment 1: An experiment is being applied with
five developed models using apple data-set, that includes two
distinct sections (train, test) within them contains four classes
which are (normal apples, blotch apples, Rot apples, and Scab
Apples) diseases that every class contains a number of images
respectively (1250, 1250, 1250 and 1250). step two which
removes any noises from the image that is not necessary by
decreasing the number of parameters that is used in a training
phase and increasing the accuracy number it has been divided
into 75% for the trained data and 25% for the tested data, with
using batch size equal to 32, image height equals to 320 and
image width equals to 320 then the prediction phase is applied
as a photo is being inserted to the model of the apple fruit
and then and the model was accurate to detect the following
diseases (Blotch, Scab and Rotten) by (100.00%, 88.41%,
99.30%) and the Healthy apple by 99.98%. The developed
CNN model remains steadfastly the most accurate predictable
model of all developed models. CNN Model achieved overall
accuracy up to 96.97% compared to the other models as in
the table III.

TABLE II
ACCURACIES OF DIFFRENT MODELS USING THE APPLE DATASET

Models Accuracy Score
Inception V3 88%
MoblieNet v2 80%
moblienets 83%
VGG16 78%
CNN 96.97%

2) Experiment 2: Another experiment is applied with
CNN developed model using citrus data-set, that includes two
distinct sections (train, test) within them contains four classes
which are (black spot, citrus scab, citrus canker, and healthy)
diseases that every class contains a total number of images
150. step two which removes any noises from the image by
applying AUTOTUNE to the image then NORMALIZE the
image. Also decrease the number of parameters that is used
in a training phase and the training split is being divided
into 75% for the trained data and 25% for the tested data,
with using batch size equal to 32, image height equals to
320 and image width equals to 320 then the prediction phase
is applied as a photo is being inserted to the model of the
citrus fruit and then and the model was accurate to detect
the following classes (black spot, citrus scab, citrus canker,
and healthy) by an overall accuracy equals to 99.16% wish
exceeds the accuracy of [1] using the same dataset.

Fig. 6. Training and validation accuracy and loss For CNN model on Citrus
dataset

V. DISCUSSION

In our proposed solution as in Fig 2, the user takes a photo
of the fruit using a mobile phone, then pre-processes image
augmentation as removing any unnecessary image background
or any noise and optimizing it, apply the feature extraction
process, then fully connect fruit layers to a transfer learning
model that has been trained on the three types of the disease
for apples in experiment one and also three types of diseases
for the citrus in experiment two then dropout then classify
them and finally, the system shows the user a report whether
the apple has either blotch, scab or rotten disease or it is a
normal apple and same for the citrus experiment and with what
accuracy the model is sure while classifying apple or citrus
diseases. The developed CNN model was the best model of all
the models. Because of using 9 layers which are respectively
1 Conv2D Layer, 1 Max pooling 2D Layer, 1 Conv2D Layer,
1 Max pooling 2D Layer, 1 Conv2D Layer, 1 Max pooling
2D Layer, Flatten Layer, two Dense Layers In the end, used 2
Dense Layers with total parameters 13,131,557. Which made
the CNN model more accurate and be able to detect without
producing errors in the testing phase.

VI. CONCLUSION

This paper proposes and objectively evaluates an im-
age management system for disease detection and economic
grouping in natural apple products. The proposed approach
consists essentially of three stages. The first step is processing
the image. In the second step, an experiment is being pre-
formed by employing five models and comparing the accuracy
between each model on an apple dataset. Another experiment
is performed using a CNN classification method in experiment
two and our model achieved better accuracy than [1]. The third
step is preparation and grouping and predictions. Explicitly,
in our data set three types of apple diseases used and they
are: Blotched Apples, Rotten Apples, Scabbed, and Apples as
a discourse investigation in the first dataset. In the second
dataset, it has been employed in it three types of citrus
diseases: black spot, citrus scab, citrus canker. Our test results
show that the proposed arrangement can in principle maintain
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TABLE III
GAP ANALYSIS

References Algorithm Classifier NO. Of Diseases Accuracy No. Of Classes Dataset Dataset Size
[3] CNN BPNN 3 99.17% 4 Local Market 3200

[4] Decision Tree
and K-means

MSVM
and BDT 3 96% 4

Collected
Images of

Apple Disease
2000

[9] K-means GA, SVM
and FCM-NPGA Not Specified 98% 2 Not Specified Not Specified

[1] RFANN
HT-RFANN,

M-SVM, W-KNN,
EBT, DT and DT

3 96.93% 4 Kaggle 150

[2] RPN Not Specified 3 94.37% 3 Kaggle 477

Our Result CNN CNN 3 99.16% 4 Same Citrus Dataset
in paper [1] 150

the programmed detection and disease characterization of
natural apple products and citrus. In terms of our research,
it tracked the typical apples and citrus that are effectively
detectable in unhealthy apples and citrus. In experiment one,
the CNN model achieved 96.96% and in experiment two
achieved 99.16%
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124 Chapter 4. Conferences

4.4.6 Dental implant recognition and classification with Convolutional Neural Net-
work
Andrew Ayman Edward on publishing his paper in the Faculty of Computer Science, which
was published in 2nd International Mobile, Intelligent, and Ubiquitous Computing Confer-
ence (MIUCC-22). The paper entitled “Dental implant recognition and classification with
Convolutional Neural Network" proposed a system that extracts the features from the dental
implants and categorize them by using Convolutional Neural Network to help the dentists
to identify the implants easily and get the company contacts. The project was part from the
cross disciplinary research work that was done with colleges from the faculty of Dent at MSA
towards the digital transformation. [4]
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Abstract—The dental implants market was worth over USD
7,222 million in 2020, and it’s predicted to grow to USD 11,801
million by 2026, with a compound annual growth rate of 8.6 %
over the forecast period of 2021-2026. This demonstrates that
the number of dental implants will dramatically increase by
2026. These contributions will create a problem for dentists all
over the globe in identifying the type of implant and getting the
manufacturer’s company contacts. The authors compared three
CNN models: VGG16, Xception, and ResNet50V2, and applied
transfer learning to train the models on them. The authors
also proposed system architecture to simplify the identification
process. The presented system identified four types of implants
with acceptable accuracies.

Index Terms—Convolutional Neural Networks, Image process-
ing, Transfer Learning, Dental Implants, Data Augmentation.

I. INTRODUCTION

A dental implant technically is an artificial tooth root
that’s placed into the jaw bone to hold a prosthetic tooth or
bridge. Dental implants became a common treatment option
for people who have lost one or more teeth due to periodontal
disease, injury, or other reasons and who prefer not to wear
dentures [1]. However, dental implants might fail to owe
to mechanical issues, such as screw loosening, or biological
issues, such as peri-implant infections [2]. Dental professionals
are increasingly likely to see patients with implant-supported
restorations or prostheses as the number of patients with dental
implants grows [3] The broad availability of dental implant
systems with different designs worldwide presents a challeng-

ing problem for dental professionals to detect the inserted
implant type by radiographic means without available records.
[4], [5] In such cases, precious clinical time is typically spent
performing detective work, utilizing whatever information the
dentist has, clinical knowledge from colleagues, and assistance
from implant manufacturer personnel, among other resources,
to help identify the system which is time-consuming and costly
[6].

Dental radiography, panoramic radiography, and computed
tomography were all used to identify implant systems based
on radiographic images. Panoramic radiography pictures have
the benefit of being standardized to a certain degree regardless
of the patient. The drawback is that the implant forms are
ambiguous when they overlap with a shadow or are excessively
short or slanted. This may cause misdetection or wrong
classification in the results.

[6] Although the pictures used in this algorithm’s learning
method are square, the original panoramic radiography im-
ages are rectangular. As a result, during the learning phase,
panoramic radiography pictures are compressed laterally, as
are the forms of the implants. As a result, implant details
may become unclear, thus lowering learning performance.
Cropping the original panoramic image into a square shape
that incorporates implants beforehand might improve learning
performance.

The problem is that the dentist faces some difficulties in
identifying the implant because of multiple problems, closure
of the manufacturing company. The patient could have come
from another clinic in another city, and the local clinics don’t
have information about this implant or the patient. so, the978-1-6654-6677-6/22/$31.00 ©2022 IEEE
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Fig. 1: System Overview

Dentist uses the traditional solution to identify the implant
by making a forum that may be online or offline to ask the
colleagues about the implant which will take much time to
know the type of the implant. The second solution is to replace
the entire implant with a new one which is very costly and
painful to the patient. This paper will show that CNN was
able to identify four implant types with high accuracy, and this
will help doctors identify the dental implants easily and know
their specifications so that they can fix the problem without
replacing the implant. This will reduce the cost of the new
implant and make the process of identifying the implant faster.

II. RELATED WORK

A. Teeth detection and segmentation

Using various forms of radiography pictures such as bitew-
ing, periapical, and panoramic imaging, several methods for
tooth segmentation have been created in the field of dental
informatics. Mircea Paul Muresan et al [7] utilized the CNN to
automatically recognize and segment the teeth in a panoramic
X-Ray and diagnose dental abnormalities like tooth fillings.
They presented one solution and two additional approaches
with an accuracy of 0.89 percent, 0.87 percent, and 0.68
percent respectively.

According to specific prior domain information, H. Chen
et al [8] offered three post-processing strategies to enhance
the baseline quicker R-CNN. To eliminate overlapping boxes
identified by a faster R-CNN for the same tooth, a filtration
algorithm is first built. Second, to find out whether there

are any missing teeth. The next step is to employ a neural
network model. Finally, a rule-based module based on the
tooth numbering scheme is presented. The results show that
both precisions and recalls are greater than 90 percent, and the
mean value of the IOU between detected boxes and ground
facts is also greater than 90 percent.

B. classification with deep neural network

Shintaro Sukegawa et. al [9] employed three CNN structures
in their research: a basic CNN with three convolution layers,
VGG16, and VGG19. To locate and distinguish the dental
implant from the panoramic dental X-Ray, transfer learning
and fine-tuning were used. They created an implant type report
that included the implant name and model number. With an
accuracy of 0.935 percent for the VGG16 and 0.927 percent
for the VGG19, they were able to recognize eleven different
types of dental implants. Their work does not automatically
partition the X-Ray.

T. Takahashi et al. [6] built an object detection method us-
ing (Yolov3) algorithm, TensorFlow, and Keras deep-learning
frameworks to identify the six implant systems from X-Rays
by three manufacturers. They applied the algorithm to a dataset
of 1282 panoramic radiograph images with implants, and the
result was that at least 240 instances of each implant system
were detected in the panoramic radiographic images, with MK
III/IIIG (1919 instances) being the most common and Genesio
being the least common (240 instances).
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Deep neural networks can recognize four distinct types of
implants on intraoral radiographs, according to Jee Hwan Kim
et al [10]. A confusion matrix was used to determine the
accuracy, precision, recall, and F1 score for each network. The
test accuracy of all five models was greater than 90 percent.
The accuracy of SqueezeNet and MobileNet-v2 was roughly
96 percent and 97 percent, respectively.

III. SYSTEM OVERVIEW

The proposed system is a web application that is divided
into three sections as shown in fig 1. First, The input by
which an authorized Dentist Radiologist uploads an implant
X-Ray and its data through a web interface to let the CNN
model train on the new implant to be recognized in the future.
The second, Is to recognize the dental implant by uploading
the X-Ray to the system where the model will identify the
implant and give a detailed report about the implant type,
Company name and contacts, and the implant specification.
The first part of the processing is to train the model on the
new data that is uploaded to the system to be recognized
in the future. The second part of the processing is to make
the CNN model identify the uploaded X-Ray through the
CNN models by extracting features from the X-Ray and
categorizing the implant according to the features extracted.
Finally, in the output section, after the system is done with
the classification by the module, it generates a report which
contains the prediction percentage and a similar implant image
to be visually compared and verified by the dentist and an
option to retrain the module on the implant if he got its
information in case of the wrong classification.

IV. METHODS

A. Annotation of implants

Fig. 2: Implants used in our study

Sixteen implant sites were drilled and prepared in bovine
ribs followed by implant placement. The four implant systems
used in the current study were the Nucleoss dental implant
system, Implant Swiss system, Implance system, and Bego

dental implant system as shown in fig 2 different implants for
each system were used. The placed implants were used for all
subsequent radiographs.

B. Data Collection

The study was conducted with Periapical radiographs ac-
quired using size two VistaScan photostimulable storage phos-
phor plates (Durr Dental AG, Bietigheim Bissingen, Germany)
and an Xgenous DC radiography unit (De Gotzen, Via Roma,
Italy) at 70 kV, 8 mA, and 31 cm source-to-object distance.
For each implant, different radiographs were acquired in the
bovine bone. A single direct exposure resembling periapical
with no vertical or horizontal shift, also four other exposures:
two with mesial and two with distal shifts. The horizontal shift
was made at 10 and 20 degrees from the original exposure,
with no vertical angle change. Thus, acquiring five periapical
exposures for each implant with different horizontal angles.
This was made to capture different views of the implant
without affecting its dimensional appearance as shown in fig
3.

Fig. 3: These are the implant samples and names

C. Performance Metrics

Precision, recall, and F1 score, which measure the relation
between the data’s positive labels and those given by the clas-
sifier, are calculated using the testing dataset and a confusion
matrix and determined as follows.

Precision =
Tp

Tp + Fp

Recall =
Tp

Tp + Tn

F1 = 2 ∗ Precision ∗Recall

Precision+Recall

TP denotes true positive, FP denotes false positive, FN
denotes false negative, and TN denotes true negative. These
equations are used in the comparison shown in the tables I,II.

D. Convolution Neural Network

Resnet50V2, Xception, and VGG16 were the three CNN
architectures evaluated in this study. The VGG16 offers a
weighted-layer depth of 13 and 3 entirely connected layers
This model was developed using a dataset of over 14 mil-
lion photos from 1000 different classes. [11] Xception is
a 71-layer convolutional neural network. Google’s xception
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model was developed using over a million photos from the
ImageNet database. The network can categorize photos into
1000 different object categories, including mice, Keyboards,
pencils, and a variety of animals. As a result, the network has
learned a variety of rich feature representations for a variety
of pictures. The network accepts images with a resolution of
299 by 299 pixels. The model showed better performance
than the Inception V3, although the Xception architecture
has the same amount of parameters as Inception V3, the
performance increases are due to more effective use of model
parameters rather than greater capacity [12]. ResNet50V2 is
a modified version of ResNet50 that performs better on the
ImageNet dataset than ResNet50 or ResNet101. The propa-
gation formulation of the links between blocks was changed
in ResNet50V2. ResNet50V2 is a 50-layer deep convolutional
neural network. Despite a large number of layers, the layered
architecture made model network training easier, making the
layers easier to tune, and this architecture produced better
results than standard VGG nets [12].

Fig. 4: Data Augmentation

For the several stages of learning done in this investigation,
the datasets were separated into 70 percent training and 30
percent Validation, and Testing. we removed the upper pre-
trained layers to give us a significant boost in performance
[13], Adam was the optimization algorithm utilized for all the
CNN models. Transfer learning was used to train the model
on the datasets. Contour is applied on the X-Rays to cut the
white border of the X-Ray to focus on the implants only
without the border noise. Random Flip, Random Rotation,
and Random Zoom are used to generate the images in data
augmentation. Data augmentation is adding slightly changed
copies of current data or creating new synthetic data from
existing data to expand the quantity of data available in our
study as shown in fig 4. When training a machine learning
model, it works as a regularizer and helps prevent overfitting
[14]. ModelCheckpoint and EarlyStopping were used also
to get the best result from the model while training it and
to reduce the chance of overfitting. All the processes were
repeated for each CNN architecture.

V. RESULTS

The Categorical crossentropy loss function was utilized to
train the CNN models employed in this work. The following
tables show the performance of each of the three CNN models
examined in this study.

Xception ResNet50V2 VGG16
Bego

3.7 * 11.5 1.00 1.00 0.80

Implance
3.7 * 10 1.00 1.00 0.86

Impllant Swiss
3.3 * 8 0.89 1.00 1.00

Nucleoss
3.8 * 10 0.86 1.00 0.86

TABLE I: F1-Score Table of the three models

Xception ResNet50V2 VGG16
Bego

3.7 * 11.5 1.00 1.00 0.67

Implance
3.7 * 10 1.00 1.00 0.75

Impllant Swiss
3.3 * 8 1.00 1.00 1.00

Nucleoss
3.8 * 10 0.75 1.00 0.75

TABLE II: This is the Recall Table

As shown in the table I the highest model according to this
study was the ResNet50V2 followed by the Xception and then
the VGG16. The three models showed reasonable results on a
relatively low number of images. The models were conducted
on i7 9th Gen, 16GB ram, and GPU Nvidia GTX 1050ti 4GB.
The features of the Training, Validation and testing batches
are Extracted and saved on a bottleneck file to train the CNN
model on them.

After applying the techniques to reduce the chance of over-
fitting as shown in the Convolution Neural Network section the
comparison between the three models showed high accuracy
in training and testing. The tarefAccuracy shows the accuracy
of training and testing in each model.

Training Accuracy Testing Accuracy
Xception 75.00 % 93.00 %

ResNet50V2 81.25 % 100 %
VGG16 75.00 % 93.00 %

TABLE III: Training and Testing Accuracy

There was confusion in 2 classes in the VGG16 model and
confusion in one class in the Xception model because some
implants have common features like the connection type as
shown in5a.

VI. DISCUSSION

Despite the small number of datasets, the three CNNs
studied were able to categorize four dental implant systems
retrieved from periapical X-ray pictures. These findings were
important in using deep learning to categorize dental implant
brands from periapical radiographs. CNN was able to do
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(a) VGG16 Confusion Matrix

(b) Two classes making confusion

Fig. 5: VGG16 confusion matrix and similar classes

image classification with acceptable accuracy while utilizing
relatively limited picture datasets by applying suitable trans-
fer learning and fine-tuning to the pre-trained deep CNN
architectures. The VGG16 and the Xception had the weakest
categorization results. The results from the ResNet50V2 model
were the best after using several approaches to increase the
model’s accuracy and avoid overfitting. Fine-tuning certain
convolutional blocks in the deep CNN layers can improve
image classification performance. Deep CNN models based
on large natural image datasets using pre-trained deep neural
networks are generally good for general image categorization.

The capacity to identify teeth and jaw-related items con-
currently is the primary benefit of panoramic radiography
[15]. Despite the availability of pictures accessible, little
research [16]–[18] has used CNNs to classify and diagnose
their findings. Panoramic radiographs were often employed
in studies involving diseases of the jawbone [19] . Because
panoramic radiographs have varying distortions depending on
where they are taken, most diagnoses have relied on periapical
radiographic images, whereas CNNs have been employed
for tooth-related classifications and diagnoses. [20], [21].In
our research, we discovered that CNNs employing periapical
radiographic pictures recognize implant systems better than

panoramic radiographic images.
The compatibility of dental implants varies depending on

the system [22]. Some systems are incompatible with those
of other manufacturers, while others are. These elements, as
previously stated, have a direct impact on the maintenance of
implant prostheses. Patient implant maintenance, on the other
hand, will continue as long as the device is in the patient’s
mouth. It’s critical to collect current data and apply what’s
been learned to the next generation of products. Even though it
is difficult to get information on discontinued implant systems,
dentists must arrange those systems so that they can readily
obtain and respond to implant data that has been gathered thus
far.

This study demonstrated that deep neural networks are
capable of categorizing the dental implants included in the
study. There is potential to apply them to more implants on real
datasets from human bone and setups with different devices
for image acquisition. Every region of the globe has its own
major dental implant systems and radiography technologies.
As a result, it is required to first develop an accurate database
for each and then use the information to generate an accurate
classification using a deep neural network. We expect that
cross-sectional investigations conducted by different univer-
sities throughout the world will contribute to the development
of a more robust dental implant categorization technique based
on CNN.

There were three flaws in this study. The first was the
limited number of CNN models available. The models VGG16
and Xception, as well as ResNet50V2, were utilized. Deep-
learning algorithms with deep and broad layers, as well as
those with modified stratification approaches (e.g., VGG19,
CapsNet and inception CNN models), are constantly being
developed [35]. In the future, it will be important to research
this and additional CNN models. Second, all of the X-ray
pictures utilized in this study for categorization were obtained
with the same panoramic X-ray machine. The picture qual-
ity and magnification produced by different panoramic X-
ray equipment would differ. As a result, future work will
need to estimate the findings of large cross-sectional research
encompassing a variety of panoramic radiographs and picture
quality. Third, we only looked at periapical X-ray pictures. A
more important route for future research would be to create
a network that can detect implants using panoramic photos or
that can apply algorithms to detect several implants at the same
time. and to use this technology through a web interface and
deploy it as a web service that can be accessed from anywhere
in the world.

VII. CONCLUSION AND FUTURE WORK

The ability to recognize dental implants is critical to the
treatment procedure. Dentists confront a variety of concerns
and obstacles and Identifying the type of implant is one
of those obstacles. The identification method, with the use
of (CNN) models, will save time and money, as well as
lessen the patient’s surgical discomfort. To determine whether
the deep learning model was superior for classifying dental
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implants, the scientists explored three techniques. The authors
employed a transfer learning strategy. In the experiments, the
ResNet50V2 model obtains the highest accuracy, which is the
best accuracy among the three models. Future work will focus
on improving the stability of our models, obtaining more data
pictures to feed our models, and experimenting with new and
alternative CNN models.
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4.4.7 Extractive Summarization of Scientific Articles
Rana Reda Waly on publishing a Conference paper on her graduation project, which was
published at the 2022 International Mobile, Intelligent and Ubiquitous Computing Conference
international conference. The paper entitled “Extractive Summarization of Scientific Articles"
proposed a model that generate a summary of a given Scientific Article automatically according
to a new approach in the Extractive Summarization concept. And this will be very useful,
especially after the gigantic number of Scientific Articles in any field. This automated model
was capable of achieving high results compared to more complex models that used the same
dataset, which is the "CL-SciSumm 2019" dataset. [22]
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Abstract—Scientific articles are continuously growing on a
daily basis, which makes it difficult to keep up with the latest
updates. Hence, this problem can be solved by summarizing
these articles. The methodology used aims to summarize single
documents and apply the extractive approach to generate the
summary using GloVe as an embedding technique. This method-
ology was applied to the CL-SciSumm 2019 dataset with results
of a 0.124465 F-score measure of ROUGE-2.

Index Terms—summarization, scientific articles summariza-
tion, CL-SciSumm 2019, Extractive Approach Summarization.

I. INTRODUCTION

The number of internet resources has been increasing
rapidly on a daily basis, and these resources may now be found
in a variety of formats, including documents, books, news,
stories, scientific publications, websites, social media blogs,
and more. As a result, the amount of time people take to find
the information they require has increased.Users are unable
to read all of the retrieved search results, which may contain
duplicates or irrelevant information. Hence, summarizing and
shortening textual data has become a necessary and crucial
task in Natural Language Processing (NLP) [1]. Automatic
Summarization of Scientific Articles is a well-known problem
in NLP. In the Scientific Articles summarization problem,
we aim to reduce the time to review the full article to be
an informative summary which gives a meaningful preview
about the information within the article. The Scientific Articles
structure is what makes our task a difficult one. As There’s
a huge difference between Scientific Articles summarization
and generic text summarization which are [2]:

1- Scientific articles have a defined structure which usually
includes an abstract, introduction, background, related work,
methodology/approach, results, and conclusion.

2- Scientific articles are significantly lengthier than generic
text documents. As a result, one of the biggest concerns
surrounding this task is the lack of gold-standard summaries
of scientific articles.

Usually there are two ways of generating a summary for the
scientific articles. The first is single document summarization,
in which each input article is given a summary. The second
is multi-document summarization, in which different articles
but at the same time related ones are summarized by giving

the main topic and essential information. One of the most
important questions that everyone may have is why do we
need to summarize an article? Why isn’t the article abstract
sufficient if one is available? There are numerous reasons
why summarising an article is vital and why the abstract
is insufficient. To begin with, the information provided by
the author in the abstract does not always correspond to the
substance found in the entire text. Second, the abstract is
clearly written by the author, indicating that the author has
a personal opinion about his work. As a result, the author
may be prejudiced towards his own characteristics and work.
Finally, and most importantly, the abstract does not show off
the paper’s impacts or contributions; rather, it just indicates
what the author wants to emphasise and focus on more.

Human Communication? Computer Communication? Nat-
ural Language? Natural Language Processing? Can all this
expression be related to each other? [3] Humans can communi-
cate with each other through lots of methods talking, listening,
sign languages, gestures, etc. and many other different ways,
this is called Natural Language which is text. [4] As for
Natural Language Processing it is the process of deriving
computers to learn and understand Natural Language text to be
able perform required tasks. Therefore, NLP take a major role
in lots of applications as chatbot, search engines, sentiment
analysis, speech recognition, spell checking, information ex-
traction, text summarization and many more. Natural language
understanding (NLU) and natural language generating (NLG)
are the two components of NLP.

1. Natural language understanding (NLU) is a subset of
natural language processing that uses syntactic and semantic
analysis of text and speech to identify the meaning of a
sentence. NLU also generates a relevant ontology, which is
a data structure that defines the connections between words
and sentences.

2. Natural language generation (NLG) is the process of
writing a human-readable response based on some data input.
This text can also be converted into a spoken format using
text-to-speech services. Text summary capabilities are also
included in NLG, which generates summaries from in-put
documents.

Our interest is in Automatic Summarization Generally there
are two approaches that are used in generating summaries,
Extractive and Abstractive approaches [5].978-1-6654-6677-6/22/$31.00 ©2022 IEEE
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A. Extractive Summarizer

This means it extracts the most important sentences from
the input and creates a summary of these input sentences as
in figure 1.

Fig. 1: Illustration of the Extractive Approach Summarizer

B. Abstractive Summarizer

This means it re-represents the input sentences and produces
an output summary with sentences that differ from the original
input sentences as in figure 2.

Fig. 2: Illustration of the Abstractive Approach Summarizer

C. General Architecture of Automatic Summarization

Although the different approaches and algorithms and meth-
ods introduced to generate a summary, they all share a general
architecture as in figure 3 [5].

Fig. 3: General Architecture of Automatic Summarizer [5]

The remaining sections will be organized as follows. Re-
lated Work section that shows the previous work in the
scientific article summarization. Dataset section that shows
the dataset used and its details. Methodology that shows the
proposed solution used in this paper for solving the problem.
Experiments and results section that shows the experiments
conducted and the results of these experiments. Discussion
section and finally The Conclusion and Future work section.

II. RELATED WORK

The author in [6] proposed a SDS (Scientific Document
Summarization) system, for summarizing scientific documents
due to its continuous growth. The author used a mixture
of two datasets on the Computational Linguistic domain,
which are CL-SciSumm 2016 and CL-SciSumm 2017. The
author proposed system is divided into two phases: Phase

1: Extraction of reference Text-spans which means we are
only interested about the sentences in the reference paper
(RP), then using similarity to compare sentence in the cita-
tion context with the ones in the reference paper and then
selecting top 5 similar sentences for each sentence ordering
them with respect to the first appeared in the RP. Phase 2:
Generating the summary and its optimization, where the input
in this phase will be the sentences collected from phase 1.
MOOSciSumm (Multi Objective Optimization SciSumm) base
is the differential evolution DE framework, step 1 is to begin
with random summary solutions in the binary space which we
can call them population as each solution represents a possible
solution, then evaluate the quality of each possible solution
using an objective function. Then step 2 after the values in
the objective function is deliberated.

The approach the author represented in [7] is a framework
for summarizing of scientific articles using citation of text
in the article and find it’s relevant in the cited paper. The
author presents three approaches for the cited texts which
are query reformulation, word embeddings and supervised
learning. After that the author trained a model to know the
discourse facets for every citation. Lastly, the output is a
summary of scientific articles based on the discourse facets
of each citation texts and its alternative contexts. The author
presents its approach to a combination of two datasets a
Biomedical and Computational Linguistic dataset which are
CL-SciSumm 2016 and TAC 2014.

The author in [8] tried to generate a summary that is as much
as similar to the abstract of the article. The author approach
was applied in a collection of a biomedical domain scientific
articles.The author presents its approach using articles from
PubMed dataset, it’s a Biomedical dataset that contains 9978
articles collected from the original dataset. The methodology
of the author was using a combination of two ranking al-
gorithms which are TextRank and WordRank to get the best
results of them both rather than using a single method.

The [9] represented the Poli2Sum approach for solving the
Cl-SciSumm 2019 shared task. Hence, The author presents its
approach using the CL-SciSumm 2019 dataset. The method-
ology used by the author is represented in the Poli2Summ
system and its architecture consists of the following stages: 1.
Parsing and preprocessing: preparing the raw data to be used
in the next stage. 2. Cited text span identification 3. Citation
classification 4. Reference paper summarization: in this step
the author ranks the cited text spans that were generated from
stage 3, the system uses supervised models to predict the level
of the text spans based on what it learned from the training
set.

The author in [10] represented the NaCTem-UoM (National
Center for the Text Mining- University of Manchester)system
for solving the CL-SciSumm 2019 shared task. The method-
ology of the system in the summarization task (task 2),
the authors transacted with the summarization problem as a
classification problem, they divided it into two classes included
or not-included, then those sentences are to be ranked, from the
obtained ranked list the sentences are transferred to the final
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summary list taking into consideration that their are no trigram
overlapping between the sentences in the final summary list
and the ones to be added to them from the ranked list.

The author in [11] represented the IRTM-NJUST system for
solving the CL-SciSumm 2019 shared task. The methodology
of the system in the summarization task is that Presentation
generation can be divided into two steps. First is to group
sentences into different clusters. Second is using ranking
features to extract sentence from each cluster. We use linear
sum of Jaccard, IDF and TF-IDF similarities to rank sentences.
We want to split identified text span into groups based on some
logical order. Since keywords can represent more meaningful
information, we extract keywords and calculate the Jaccard
similarity with abstract. Then, we choose the first sentence
from each group based on the ranking score to build summary
until the length of summary reaches 250 words.

III. DATASET

A. Dataset Overview

The chosen dataset is the CL-SciSumm 2019 where
SciSumm is a shared task in the automatic summarization
of scientific articles. This dataset has many different ver-
sions which are CL-SciSumm 2016, CL-SciSumm 2017, CL-
SciSumm 2018 and CL-SciSumm 2019. The reason for choos-
ing this version is because it has larger number of documents
than the other ones. In addition to that this version of the data
set each document has it’s summary (human summary) so I
can compare the generated one (my summary) with it.

TABLE I: Dataset Structure

Point Description
Dataset Name CL-SciSumm 2019
Dataset Domain Computational Linguistic
Dataset Source Downloaded
Dataset Size 1008 article
Dataset Format XML Files and JASON Files

B. Dataset Details

As mentioned in the above table, this dataset consists of a
1008 folders each folder contain the following: 1) XML File
that contains the scientific article. 2) JASON File That contains
the annotated cited sentences. 3) Summary Folder that contains
the Gold-summary (Human-summary).

IV. METHODOLOGY

As we mentioned before any Automatic Summarization
generally have the general architecture as in figure 4. So
the proposed solution for the problem will also follow the
general architecture manners. It starts with the pre-processing
phase followed by processing phase and lastly followed by
post-processing phase. So now let’s discuss these 3 phases in
details.

Fig. 4: General Architecture of the proposed solution

A. Data Cleaning and Preparation

Data cleaning and preparation is an important process for
detecting and correcting corrupted or inaccurate records in
the data Since the dataset cl-scisumm was in the xml format
Which were difficult to work with and iterate over, we changed
the presentation of the data from XML files to CSV files that
was more easier to work with and iterate over as the header
tags that holds the sections of the paper are now columns Ana
the sentences in the tags are the rows. After transforming the
data into csv files, there were observations such as empty xml
files And other xml documents that doesn’t contain sections.

B. Pre-processing

The pre-processing phase 5 involves applying linguistic
approaches to the row data in order to make it easier to work
with, which are: 1. Tokenization: tokenizing has two types,
sentence tokenization and word tokenization. Where sentence
tokenization is the process of breaking down paragraphs into
individual sentences and same applies on work tokenization
where it is the process of breaking down sentences into words
or we refer to it as tokens. 2. Stemming: is the process of
getting the root form(stem) of a given word by cutting its
ends or beginnings. 3. Lemmatization: is a modified version
of the stemming where it takes in consideration the dictionary
when getting the root form(lemma) of the word. 4. POS
Tags: POS Tags identify weather the word in the sentence
is Noun, Adverb, Verb, Adjective, etc. 5. NER: this technique
is an information extraction task to identify named entities
in the given text. Pre-processing phase is the one of the
most challenging phases as its the ground base for the next
upcoming phases. In this process our goal is to prepare the
row data so that we can work on it easily and benefit from all
of it, in other words cleaning the data so it’s ready to work
with. This phase we use some of the Linguistic Techniques
we discussed previously. After this phase our data is ready to
be taken to the next phase which is the processing phase.

C. Processing

In phase 2, the Processing phase 6the input will be the pre-
processed article that we generated in phase 1. Now we are
ready to apply our proposed solution, first we will start by
embedding the words in the article, where embedding means
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Fig. 5: The Pre-processing stage

representing the words of the article by encoding them with
a real value vector. By using a combination of the different
embedding techniques as Glove model, Bert model, Fasttext
model, etc. then we will conduct the similarity matrix, then
the summary will be the top ranked sentences in the similarity
matrix.

Fig. 6: The Processing stage

D. Post-processing

In this stage, the last stage after generating the summary,
the aim here is to make sure of the quality of the generated,
such as analyzing the generated summary and see if there is
anything that enhances this summary or not and this summary
will be the final output.

E. Evaluation

The evaluation method used is the ROUGE Metrices, which
is one of the most popular evaluation methods in the summa-
rization task. ROUGE stands for Recall Oriented Understudy
for Gisting Evaluation and refers to a set of evaluation criteria
for automatic text summarization and machine translations.
The metrics, in essence, compare an autonomously generated
summary to a reference summary or a set of reference sum-
maries.

It includes the five evaluation metrics listed below: 1)
ROUGE-N: The n-gram overlap between the automatically
generated and reference summary is calculated. The value of
N in n-grams can range from 1 to n, although the cost of

computation increases as the number of n increases. The most
frequent n-gram metrics are uni-gram and bi-gram.

2)ROUGE-L: Determine the reference and candidate (ma-
chine generated) summaries’ longest common sub-sequence.
Each sentence is handled as a series of words in a summary.
Two summaries that have a longer common word sequence are
more similar than two summaries that have a shorter common
word sequence.

3) ROUGE-S: In the reference summary and candidate
summary, ROUGE-S measures the co-occurrences of skip bi-
grams. The order of the bi-grams is crucial. ”Any pair of
words in sentence order is referred to as a skip bi-gram.” Any
arbitrary gaps are permissible.”

4) ROUGE-SU: ROUGE-flaw’s is that it only considers
bi-grams. If a sentence does not contain any bi-grams that
overlap, it will be given no weight. ROUGE-SU is a ROUGE-
S extension that also considers uni-grams with bi-grams to
solve this problem.

V. EXPERIMENT AND RESULTS

The experiments were run on a RYZEN 7 9 Gen 16GB
RAM system with an Nvidia RTX 3060 6GB GPU. All of the
tests were carried out on the same dataset (CL-SciSumm).

1) Experiment One: In the first experiment, first the pre-
processing stage of text where removing special characters
and stop words the generated text is to be taken for the
next stage, the next stage is the word embedding. The em-
bedding technique used is GloVe. GloVe [12] is a technique
for generating word vector representations that is based on
unsupervised learning. The resulting representations highlight
intriguing linear substructures of the word vector space, and
the training is based on a corpus’s aggregated global word-
word co-occurrence statistics. GloVe consists of 6 billion
tokens and 400k vocab, it has multiple dimensions to represent
the vectors starting from 50d, 100d, 200d and 300d, the
one used in the experiments was 300 dimensional vector
representation. Then a similarity matrix was created, which
kept track of the cosine distance between each sentence and
the other sentences. Last but not least, the Text rank method
is based on Google’s well-known Page Rank algorithm. The
Page Rank algorithm is based on the idea that more important
websites are more likely to be linked to by other websites.
It counts the quantity and quality of links to a page to get a
general idea of the website’s importance. Similarly, the text
rank creates a graph with a set of text sentences as vertices.
The edges between the text sentence vertices are based on a
measure of similarity. From the similarity matrix generated
all the sentences in the scientific article have scores, Then
the sentences are sorted in decreasing order of their score.
for the first experimented the top 10 sentences were taken to
generate our summary. The table II shows the results of this
experiments.

2) Experiment Two: For the Second experiment, after an-
alyzing the results of experiment 1, it was noticed a huge
difference between the length of the reference summary and
the length of the generated summary(our summary), so the
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TABLE II: Experiment 1 results

Embedding Technique ROUGE Precision Recall F-score
Glove Rouge 1 0.20803 0.443693 0.275603
Glove Rouge 2 0.067975 0.067975 0.092138

same concept was applied, but instead of taking the top 10
ranked sentences, the top 5 sentences were taken to generate
the summary. The table III shows the results of this experi-
ments.

TABLE III: Experiment 2 results

Embedding Technique ROUGE Precision Recall F-score
Glove Rouge 1 0.252247 0.335316 0.278336
Glove Rouge 2 0.075544 0.075544 0.08166

3) Experiment Three: For this experiment the aim was to
mix between the two previous experiments by finding the
difference in the length of the top 10 and top 5 generated
summaries with the reference summary and then the summary
that gives us the smallest difference was taken. The table IV
shows the results of this experiments.

TABLE IV: Experiment 3 results

Embedding Technique ROUGE Precision Recall F-score
Glove Rouge 1 0.249339 0.33956 0.279741
Glove Rouge 2 0.073937 0.073937 0.082427

4) Experiment Four: In this experiment, from the obser-
vations and analysis of the previous experiments, the idea
of mixing the length of the generated summary. In this
experiment, the summaries generated from top 1 to top 11
ranked sentences for all the documents, after that the highest
rouge result for every summary is taken, then finally the final
result is the mean of all the documents rouge result. According
to the table V and figure 7 that shows the difference in how
the results increased.

TABLE V: Experiment 4 results

Embedding Technique ROUGE Precision Recall F-score
Glove Rouge 2 0.121481 0.122481 0.124465

VI. DISCUSSION

The findings of the experiments, particularly the third and
forth experiment, reveal that each document is unique, and
adopting the same summary length to all documents will
not be ideal because each document is different in length
and structure. However, when comparing the simplicity of
the proposed method in this paper to the results, it is clear
that combining different generated summary lengths yields
better results. On the other hand when comparing our proposed
model to the other approaches mentioned in the related work
section we can see that the other approaches achieved a good
results but the methodology was very complex in compare
to the proposed model in this paper. Also the difficulties of
evaluating based on a single gold human summary as each
human have different perspective, so other summaries can

Fig. 7: Analysis of the experiments

be added by employing paraphrasing tools on this human
summary. to generate different replicas of the same single gold
summary. As described in the future work, this will be the
initial stage to be modified further.

the table VI is the results of the proposed model in compare
with other approaches mentioned in the related work section.

TABLE VI: Results

Ref.No. ROUGE-2
[7] 0.302
[6] 0.27
[10] 0.265
[11] 0.237
[9] 0.218
[8] 0.1670
Our Proposed Model 0.1244

VII. CONCLUSION AND FUTURE WORK

Summarization of Scientific articles is a very important and
common task in the Natural Language Processing field. its
importance lies in how much time that researchers, students,
teachers and many more will save, which will motivate them
to read more and gain more information.

Our future work is to apply different embedding techniques,
different similarity measurements and also try different ma-
chine learning and deep learning algorithms in the extractive
approach summarization of scientific articles. In addition to
the aim of merging the two approaches the extractive and the
abstractive approaches by taking the top ranked sentences from
the extractive phase then give it to the abstractive phase, and
the abstractive phase will be heavily based on deep neural
networks. And in order to enhance the accuracy and the quality
of the generated summary, Different data sets will be applied
on our model to enhance it and train the model more to make
sure of its accuracy and quality.
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4.4.8 A Hybrid Approach to Paraphrase Detection Based on Text Similarities and
Machine Learning Classifiers
Mena Hany Presented a work of natural language processing (NLP), paraphrase detection is
a highly common and significant activity. Because it is involved in a lot of complicated and
complex NLP applications like information retrieval, text mining, and plagiarism detection.
The proposed model finds the best combination of the three types of similarity techniques
that are string similarity, semantic similarity and embedding similarity. Then, inputs these
similarity scores that range from 0 to 1, to the machine learning classifiers. This proposed
model will be benchmarked on “the Microsoft research paraphrase corpus” dataset (MSRP)
and from this approach for paraphrase detection problem, the accuracy acquired is 75.78%
and F1-Score of 83.01%. [7]
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I. INTRODUCTION 

 NLP is the field of making the computer understand, 
use and produce the human language and it is used in many 
things like chatbots and plagiarism detection systems. NLP 
has many topics and ideas for projects that can help people 
automate their day-to-day lives. One of these topics is 
paraphrase detection. The ability to determine if two 
statements have the same semantic meaning or not is known 
as paraphrase detection and paraphrase detection is one of the 
basic operations in NLP that is involved in many more 
complicated NLP operations like information retrieval, text 
mining and plagiarism detection, although it is a basic 
operation of many NLP tasks. It is not an easy or trivial 
problem to solve and many old researchers faced many 
problems in solving the paraphrase detection to use it in other 
NLP operations. And one day-to-day life example of systems 
that use paraphrase detection is Turnitin to help people like 
teachers and professors [1]. And for example when teachers 
are revising the research or assignments of their students. 
They could wish to see if this research or homework is 
plagiarized from an online source or if the students are 
plagiarizing from one another. And here comes the great use 
of paraphrase detection which is the most important step in 
plagiarism detection. The paraphrase detection model will be 
formed from the combination of NLP techniques and 
machine learning techniques. This paper will mainly focus on 
paraphrase detection between two sentences. The method that 
will be utilized is to compare two sentences and then use 
machine learning techniques to determine whether one of the 
statements is paraphrased from the other. There are generally 
three main techniques of NLP that are used to measure the 
likeness of two sentences:  

 First, the string similarity techniques usually work 
on measuring the similarity score by comparing the 

characters of the sentence with the other sentence or by 
comparing the whole sentence with the other sentence [2].  

 Second, the semantic similarity techniques usually 
work on measuring the similarity score by comparing the 
meaning of the whole sentence with the other one. This 
comparison usually returns to a dictionary or something like 
Wikipedia or WORDNET to take the meaning of the 
sentences and make the comparisons [2].  

 Third, the embedding similarity techniques usually 
work on measuring the similarity score by converting the two 
sentences to two vectors after that the technique compares 
those two vectors with each other to get the similarity score 
[3]. There are many machine learning techniques like classic 
machine learning like classifiers, deep learning with neural 
network and finally the pre-trained models [4]. The second 
section will then give a literature review as well as 
background information on prior research in the same field. 
The third section will talk about the methodology and the 
system architecture of the project. The fourth section will 
discuss the data, tools and environment that will be used in 
the paper, also will talk about the setup of the experiments, 
the experiments themselves and the results of those 
experiments. The fifth section will be a discussion of the 
acquired results. 

II. RELATED WORK 

Mainly these previous works are divided into two 
categories which are unsupervised and supervised and those 
previous works worked on MSRP dataset. The unsupervised 
usually targets the problem of paraphrase detection by using 
different similarity techniques. The other approach of 
targeting the problem of paraphrase detection always uses 
machine learning and deep learning techniques to solve this 
problem and the supervised has labeled data to use. The two 
usual evaluation scores used by these two approaches are the 
accuracy score and the F1-Score. Accuracy score is how 
many correctly classified instances of the data while the F1-
Score is a measure of the test’s accuracy [5]. 

A. Unsupervised Methods 

 Some researchers used unsupervised methods to 
tackle the paraphrase detection problem by using LSA, 
WORDNET similarity like (lesk, Lin, jcn and other) and 
some semantic similarity techniques like Resnik, J & C and 
L & C and also uses cosine similarity and tf-idf weighting [6]. 
Hassan [7] used the encyclopedic method to get the similarity 
of the words by using Wikipedia and used also the LSA 
(latent semantic space) method, the SSA (salient semantic 
space) and the ESA (explicit semantic space). Rus et al [8] 
used a method that maps the two sentences into a graph in 
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three stages. First preprocess (tokenization, lemmatization, 
parsing) the two sentences, second the actual mapping from 
the text to the graph is called dependency graph creation and 
it uses the information from the parsing in the preprocessing 
stage and the last stage is final graph generation which uses 
the dependency graph and does on it some refinements to get 
the final graph. After mapping the text into a graph they use 
the Graph Subsumption method to get the decision if whether 
these two sentences are paraphrased or not. Islam and Inkpen 
[9] introduced a new model by using string and semantic 
similarity techniques together they named this model 
Semantic Text Similarity (STS) and they used string 
similarity techniques like the longest common subsequence 
(LCS) and normalized longest common subsequence 
(NLCS). In semantic similarity, the semantic similarity 
matrix between words. Milajevs et al [10] their model convert 
the two sentences into two vectors and then compare these 
two vectors with each other by the cosine similarity method 
and if the similarity value exceeds a certain threshold. These 
two sentences are considered paraphrased. They tried 
different thresholds with and without lemmatization. 
Fernando and Stevenson [11] used the different WORDNET 
similarity methods like (“JCN”, “LCH”, “LESK”, “LIN”, 
“RES” and “WUP”) in the matrix similarity approach.  

 In table I, a list of unsupervised previous works was 
summarized to show different paraphrase detection methods 
on the MSRP dataset. The table is divided into four columns: 
the first column lists the previous work's reference number, 
the second column lists the paraphrase detection method, and 
the third and fourth columns list the accuracy and F1-Score, 
respectively. 

Table I: Different models of unsupervised methods on 
MSRP dataset 

Ref. 
No. 

Methods Accuracy F1-
Score 

[6] Vector 
based 
similarity 
(Baseline) – 
MCS  

65.4% - 
70.3%  

75.3% 
- 81.3% 

[7] ESA – 
LSA – SSA 

67.0% - 
68.8% - 
72.5% 

79.3% 
- 79.9% - 
81.4% 

[8] RMLMG 70.6% 80.5% 

[9] STS 72.6% 81.3% 

[10] Vector-
based 
similarity 

73.0% 82.0% 

[11] matrixJcn 74.1% 82.4% 

 

B. Supervised Methods 

 Kozareva and Montoyo [12] the researchers used a 
combination of string similarity techniques as they used the 
“n-grams”, “skip-gram” and “longest common subsequence 
(LCS)” and semantic similarity techniques like WORDNET 
similarity methods to extract features from the two sentences 
and then fed these features to machine learning techniques as 
they used three machine learning modules that are “SVM 

(support vector machine)”, “K-NN (K Nearest Neighbors)” 
and Maximum Entropy (MaxEnt). Qiu et al [13] introduced a 
new model by combining the sentence similarity and 
dissimilarity. Their model has three phases and the first phase 
is preprocessing the sentences by using Charniak parser and 
assert and get the predicates of the sentences and the second 
phase they get the similarity between the predicates by using 
Thesaurus and the final phase is to input these predicates into 
dissimilarity classifier to judge if the two sentences are 
paraphrased or not. Zia and Wasif [14] their model has three 
stages. The first stage is the preprocessing by the “part of 
speech (POS)” tagging and followed by removing the stop 
words. The second stage is feature extraction by the longest 
common subsequence (LCS) and WordNet semantic 
heuristics, and the last stage is inputting the features to the 
weka tool that has many classifiers and specifically they used 
the logistic regression model. Blacoe and Lapata [15] their 
model represents the sentences in three types 
of vectors. The first type represents the pair of input sentences 
via concatenation or subtraction, and the second type 
represents a vector of encoding the words of the sentence, and 
the last type represents a vector of four informational items 
that are the cosine similarity of the sentence vectors, the 
length of the first sentence, the length of the second sentence 
and lastly the unigram overlap of the two sentences. After 
that, these three vectors are fed with different combinations 
to four composition models that are the “distributional 
memory (DM)”, “the neural language model (NLM)”, the 
recursive auto encoder (RAE) and the simple distributional 
semantic space (SDS) that gives the best results. Ji and 
Eisenstein [16] they introduced a new weighting method that 
is called TF-KLD and used a combination of feature set that 
has the unigram and bigram similarity methods and other 
methods that they called the fine-grained features. They used 
the weighting method with the fine-grained features and input 
them into the support vector machine. El Desouki et al [17] 
they approached the problem of paraphrase detection in three 
steps. In the first step, they inputted the sentences into two 
types of text similarity methods and the first is the string 
similarity algorithms and the second is the semantic similarity 
algorithm which is called skip-thought. Through these 
methods, they get similarity values and then in the second 
step they input the similarity values to the weka tool that has 
a lot of classifiers and the last step they used the select 
attribute method from the weka to select the best combination 
of the text similarity algorithms and it resulted in 7 algorithms 
that they called the CombineBest. They inputted the 
CombineBest into weka again and got the best results with 
the VotedPerceptron. Finch et al [18] there model has three 
steps. First, they tokenized the sentences and after that, they 
used stemming technique to return the word to its original 
root. Finally, in the last step, they used the output from the 
machine transition evaluation techniques that are WER, 
BLEU, PER and NIST. The output of those techniques is used 
to feed the support vector machine classifier to judge if the 
sentence is paraphrased or not. Wan et al [19] they used many 
features to feed different classifiers from the weka tool. The 
features are different “N-gram” techniques, “Dependency 
relation techniques”, “Dependency Tree edit distance 
techniques” and surface techniques. To give a total of 17 used 
techniques to feed 5 classifiers of the weka that are the 
NavieBayes, a clone of the C4.5 decision tree classifier that 
is called J48, a support vector machine with a polynomial 
kernel that is called SMO, K-Nearest Neighbor that is called 
IBK and lastly the baseline technique that is called ZeroR but 
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they only reported the result from the support vector machine 
as it outperformed other classifiers.  

 In table II, a list of supervised previous works 
summarized to show different paraphrase detection methods 
on the MSRP dataset. The table is divided into four columns: 
the first column lists the previous work's reference number, 
the second column lists the paraphrase detection method, and 
the third and fourth columns list the accuracy and F1-Score, 
respectively. 

Table II: Different models of supervised methods on 
MSRP dataset 

Ref. 
No. 

Methods Accuracy F1-
Score 

[12] KM 76.6% 79.6% 

[13] QKC 72.0% 81.6% 

[14] ParaDetect 74.7% 81.8% 

[15] SDS 73.0% 82.3% 

[16] TF-KLD 80.4% 85.9% 

[17] CombineBest 76.6% 83.5% 

[18] FHS 75.0% 82.7% 

[19] WDDP 75.6% 83.0% 

 

III. METHODOLOGY 
 Fig 1 shows the process of our proposed model and 

it has 3 processes the preprocessing of the dataset and after 
that, the preprocessed data is inputted to the three text 
similarity techniques to get the similarity scores and lastly 
these similarity scores will be inputted into machine learning 
to get the result of the data that the data is paraphrased or not 
and the next subsections will explain the overview in details. 

 

Fig 1: System Overview 

A. Preprocessing 

 First is the step of preprocessing where we remove 
special characters, change the sentence to lowercase, use 
stemming, use lemmatization and remove stop words. Where 
the stemming and the lemmatization are to convert the words 
of the sentence to their root form. 

B. Text similarity techniques 

 The second step will input the preprocessed 
sentences into three similarity techniques that are:  

 First, the string similarity techniques that take the 
two sentences and compare the difference in the characters 
and words in the two sentences and the abydos library in 
python has over 200+ string similarity techniques like 
Levenshtein similarity and Damerau-Levenshtein-similarity 
and other more string similarity techniques.  

 Second, the semantic similarity techniques that take 
the two sentences and compare the difference in the meaning 
of the two sentences and the nltk and spacy libraries in python 
have different semantic similarity techniques like wup and lin 
and other more semantic similarity techniques.  

 Third, the embedding similarity techniques that take 
the two sentences and convert the two sentences to their 
vectors and then compare these vectors with each other to get 
the similarity score and the sentence transformers library in 
python has many pre-trained models that make the 
embedding similarity techniques like bert-base-nli-mean-
tokens and all-mpnet-base-v2 and other more pre-trained 
models. These similarity scores that are produced are 
between 1 and 0. 1 being 100% percent similar to each other 
and 0 being has no similarity with each other. 

C. Hybrid model 

Data Preprocessing

String 

similarity

Semantic 

similarity

Embedding 

similarity

Machine 

learning
Results
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 The third step is to take these similarity scores with 
different combinations and all of them to be fed to different 
machine learning classifiers from the skleran library in 
python to decide whether the two sentences are paraphrased 
or not and these classifiers are like Logistic Regression and 
Extra Tree Classifier and other classifiers. 

IV. EXPERIMENT AND RESULTS 
 The tests were carried out on an i7 9th Gen processor 

with 16GB of RAM and an NVIDIA GTX 1660ti 6GB GPU. 
All the experiments were done on the same dataset with a 10-
fold K-fold validation method. 

 
A. Data-set 

 The proposed model will use “the Microsoft research 
paraphrase corpus” (MSRP) dataset. This dataset contains 
5801 pairs of sentences and these sentences are extracted 
from news sources on the web and from each given news 
article, only one sentence has been taken. Each pair of 
sentences is combined with human annotations to indicate 
whether the pair of sentences are semantically equivalent or 
not and 3900 pairs (67%) of the original 5801 pairs were 
annotated as paraphrased pairs. In table III, there are some 
examples of the dataset. 

Table III: Dataset examples 

 

B. Experiments 

 In table IV, the different experiments done on the 
MSRP dataset with lowercase, remove stop words and 
lemmatization as preprocessing stage and the text similarity 

stage consist of three different types of text similarities which 
consist of different combinations of 168 string similarity 
techniques, 8 bert models for embedding similarity 
techniques and lastly 3 wordnet algorithms and 1 spacy 
algorithm for semantic similarity techniques and those 
similarity scores are inputted to 3 classifiers that are Linear 
SVC, Logistic RegressionCV and Ridge ClassifierCV. From 
table IV, the Linear SVC classifier scored the best accuracy 
score with 75.78% and the best F1-Score with 83.01%. 

Table IV: Different experiments of the proposed model 

Name Accuracy F1-
Score 

Classifier 

168 
string + 
8 bert + 
wordnet 

75.78% 83.01% Linear 
SVC 

168 
string + 8 
bert + 
spacy + 
wordnet 

75.75% 82.88% Logistic 
RegressionCV 

168 
string + 8 
bert + 
spacy 

75.64% 82.97% Ridge 
ClassifierCV 

168 
string + 8 
bert 

75.59% 82.76% Logistic 
RegressionCV 

168 
string + 
spacy 

74.71% 82.19% Logistic 
RegressionCV 

168 
string + 
spacy + 
wordnet 

74.66% 82.19% Logistic 
RegressionCV 

168 
string + 
wordnet 

74.38% 81.99% Logistic 
RegressionCV 

168 
string 

74.14% 81.96% Linear 
SVC 

 

V. DISCUSSION 
 The combination of the 168 string similarity 

techniques from the abydos library in python and 8 bert 
models from the sentence transformers library as the 
embedding similarity techniques and 3 of wordnet as the 
semantic similarity techniques. This combination is better 
than any other combination as it got 75.78%. It is clear from 
these trials that the more features and similarity algorithms 
added, the better the outcomes will be. It is concluded from 
table V that the combination of the different similarity 
techniques is much better than single text similarity 
techniques alone and the selected algorithms in table V are 
the top 20 algorithms with the Gradient Boosting classifier as 
it is the best classifier for single techniques. It is concluded 
from table VI that the approach of combining the similarity 
techniques with the machine learning techniques is giving 
better results than using the unsupervised approach that 
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concentrates on using the text similarity techniques alone. 
And from table IV and table V that the improvement range is 
1.26% between the worst combination and the best single text 
similarity technique and 2.9% between the best combination 
and the best single text similarity technique and 1.64% 
between the best combination and the worst combination.    

Table V: Single text similarity algorithms bench-marked 
with the MSRP dataset 

Methods Accuracy F1-
Score 

all-MiniLM-L12-
v2 

72.88% 81.36% 

all-MiniLM-L6-v2 72.83% 81.27% 

all-mpnet-base-v2 72.59% 81.30% 

Dennis 72.36% 81.05% 

Kuhns VII 72.36% 81.05% 

Kuhns IX 72.34% 81.22% 

ms contingency 72.34% 81.22% 

Pearsons Chi-
Squared 

72.34% 81.22% 

Pearson Phi 72.34% 81.22% 

Goodman & 
Kruskals Tau A 

72.33% 81.27% 

BaroniUrbaniBuserI 72.26% 80.65% 

Doolittle 72.24% 81.17% 

Pearson II 72.24% 81.17% 

Unknown B 72.24% 81.17% 

Harris & Lahey 72.19% 81.14% 

GilbertWells 72.17% 80.89% 

Kuder & 
Richardson 

72.15% 81.13% 

Maxwell & Pilliner 72.15% 81.13% 

all-distilroberta-v1 72.14% 80.90% 

Kuhns XI 72.09% 80.88% 

 

Table VI: Comparing the proposed model with previous 
models 

Ref. No. Methods Accurac
y 

F1-
Score 

Propose
d Model 

Linear 
SVC 

75.78% 83.01
% 

[6] Vector 
based 
similarity 
(Baseline) – 
MCS  

65.4% - 
70.3%  

75.3% 
- 81.3% 

[7] ESA – 
LSA – SSA 

67.0% - 
68.8% - 
72.5% 

79.3% 
- 79.9% - 
81.4% 

[8] RMLM
G 

70.6% 80.5% 

[9] STS 72.6% 81.3% 

[10] Vector-
based 
similarity 

73.0% 82.0% 

[11] matrixJc
n 

74.1% 82.4% 

 
VI. CONCLUSION AND FUTURE WORK 

 Paraphrase detection is one of the most basic and 
common tasks in the field of Natural language processing. 
Yet, it is very important as it is involved in many more 
complex natural language processing tasks like text mining, 
plagiarism detection, data retrieval and it is used also in 
academic writing as a lot of people copy from other people's 
work and research and this is considered as a big crime. Also, 
it is concluded from the experiments done in this paper that 
the approach of combining many different similarity 
techniques is giving much better results than the use of only 
one type of similarity techniques. it is concluded that the 
combination of string similarity, semantic similarity and 
embedding similarity with the help of machine learning 
classifiers are better than the use of only a single type of 
similarity technique alone with help of machine learning 
classifiers and also better than the use of unsupervised 
methods that use the text similarity techniques with a 
threshold only and also the proposed model is better and 
simpler than some previous supervised methods as they used 
some complex and deep machine learning neural networks.  

 Our future work is to try different preprocessing 
techniques like stemming, removing special characters, 
removing numbers and without any preprocessing and also 
different combinations of similarity techniques and to add 
more similarity techniques and to use other different machine 
learning techniques like neural networks and LSTM 
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4.4.9 An Ensemble-Based Model to Improve the Accuracy of Automatic Short An-
swer Grading
Mostafa Mohamed Saeed on publishing a Conference paper on his graduation project, which
was published at the 2022 International Mobile, Intelligent and Ubiquitous Computing Confer-
ence international conference. The paper entitled “An Ensemble-Based Model to Improve the
Accuracy of Automatic Short Answer Grading" proposed an automated system that evaluate
the student answers and give it an accurate grade automatically according to a given model
answers of these questions without the participation of any manual evaluator, which is very
useful specially after COVID-19 pandemic when most of the quizzes, assignments and exams
became online. The Hybrid model that is implemented in this paper was capable enough to
score high results comparing to much more complex models that have been applied on the
same Dataset which is “Texas Data Structure” Dataset. [16]
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Abstract—Since 1966 much research has been done on the
automatic grading of student answers task, and it was divided
into short answer grading and essay scoring. In this paper, on the
short answer grading challenge, we are working with text simi-
larity approaches that are being classified into string, semantic
(corpus and knowledge-based), and embedding text similarity
approaches are the three types of text similarity techniques. On
the Texas data-structure data set, different experiments were
examined individually before being merged to give a maximum
correlation result of 0.65.

Index Terms—Automatic Scoring, Natural Language Process-
ing, Machine Learning, Text Similarity

I. INTRODUCTION

The intersection or mixture of computer science, linguistics,
and machine learning is known as natural language processing
(NLP). This area focuses on computer-human natural language
communication, and NLP is all about training computers to
interpret human language as effortlessly as people do. NLP has
benefited greatly from recent advances in machine learning,
particularly deep learning methods. The field is organized
into several areas, the most prominent of which are: Natu-
ral Language Understanding (NLU) refers to a computer’s
capacity to understand what we say as clearly as humans,
whereas Natural Language Generation (NLG) refers to the
ability of a computer to generate natural language. Our major
focus will be Natural Language Understanding, and these two
components can perform a variety of tasks including auto-
matic translation, named-entity recognition, summarization,
connection extraction, sentiment analysis, audio recognition,
and topic segmentation. NLP is a challenging field. There are
a lot of factors that make this process more difficult, including
the fact that there are hundreds of natural languages, each with
its unique set of syntactic rules. Words can be ambiguous,
altering their meaning depending on the context. Furthermore,
ambiguous sentences may be a prevalent difficulty in NLP.
Sentences and phrases that can be construed in two or more
ways are said to as ambiguous. Reading a sentence without the
context of the surrounding language is challenging for humans,
so imagine how tough it is for a machine to understand this.
POS (part of speech) tagging is one NLP approach that may

be employed. Humans are easily able to rectify spelling errors.
We have the capacity to distinguish between a misspelt word
and its correctly spelled equivalent. A machine, on the other
hand, will have a tougher problem comprehending a phrase
that contains several spelling mistakes. To complete this de-
manding task, natural language processing methods were used.
Another issue is identifying each individual sentence since
phrases and sentences are made up of words that are combined.
Phrase detection may be tough, and it’s not as simple as
looking for periods at the end of a sentence. Periods can be
used in a variety of locations where they should represent
the conclusion of a sentence, but they are often used as a
shorthand for something else, such as Mrs. or Mr., or decimal
numbers like 12.834. Furthermore, there are other issues that
make working in the NLP field challenging and difficult. Text
similarity measures play an effective and important role in all
NLP related research and applications. Finding word similarity
is a crucial aspect of text similarity, which is then utilized
as a starting point for comparing sentences, paragraphs, and
documents. Words can be compared to each other from two
ways semantical and lexical. String based similarity is a metric
that measures the distance between two or more text strings.
From the most popular algorithms in string-based similarity
Longest Common Substring (LCS) that calculate the similarity
according to the length of characters that exist in both strings,
Dameraue Levenshtein that is based on counting the minimum
operations needed to transform one string to another [1], [2],
Cosine similarity that is based on calculating the cosine angle
between two vectors to determine their similarity. and Jaccard
Similarity that is calculated according to the number of shared
terms over the number of terms in the two comparable words
[3]. For semantic similarity, approaches there are two types,
Corpus-Based Similarity and Knowledge-Based Similarity.
Corpus-Based Similarity is based on the similarity between
two words that exist in a corpus. There are much algorithms
for corpus-based similarity like ”Hyper Analogue to language
(HAL)” [4], [5] and ”Latent Semantic Analysis (LSA)” [6].
Knowledge-Based similarity is based on calculating the se-
mantic degree between two words according to a large seman-
tic network like WordNet [7] database that groups each word
in a unique sysnet that is an interlinked with all the information
needed about each word and also its conceptual semantic978-1-6654-6677-6/22/$31.00 ©2022 IEEE
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and lexical relations. There are different semantic similarity
techniques using WordNet. There are three algorithms that are
based on information content which are ”Resnik algorithm
(res)” [8], ”Lin algorithm (lin)” [9], and ”Jiang Conrath
algorithm (jcn)” [10]. The other three metrics are based on
path length, ”Leacock Chodorow algorithm (lch)” [11], ”Wu
Palmer algorithm (wup)” [12], and ”Path Length” algorithm.
Over the last few years, the educational system has undergone
significant adjustments, particularly in the aftermath of the
COVID-19 pandemic. As a result, the educational phases
have shifted from being only between the student and the
academic staff to be between them both but with technology
that helps them in their overall education processes. As a
result, the idea of implementing an automatic grading system
has gained traction, owing to the ever-expanding educational
community. Moreover, this approach will undoubtedly provide
numerous benefits, such as assisting academics in decreasing
their burden and allowing them to focus on other tasks. In
addition to that, it will make the process of sending the real
grades to the students more promptly rather than waiting for
manual examiners to grade their answers one by one, and it
will obtain unbiased grading results, ensuring that grading is
always done in a standard formal manner. This study proposes
an automatic scoring system for short answers that calculate
an efficient and quick grade for the student answer based on
different text similarity techniques. Automatic grading com-
prises reviewing and grading any student answer and awarding
a specific grade depending on the contents. There are two
sorts of automatic grading: essay scoring and short response
grading, with each having its own system or methodology.
ES is a challenging process to perform successfully and
efficiently since it involves grading long essay questions based
on content, grammar checking, correct run-ons, punctuation,
and more other concepts of linguistics. The majority of ES
approaches are used in the English language; however, ES
may be characterized by other terms such as automated
essay evaluation, automated essay evaluations, and automated
writing scoring. Its execution necessitates the training of a
model on hundreds of essay replies assessed by experts, after
which the computer extracts certain particular aspects from
these essays that will aid him in developing a model capable of
predicting the human manual grade. Several software systems
have been developed, including Project Essay Grader, which
uses proxy metrics to assess essay quality, Intelligent Essay
Assessor, which compares the semantic similarity of textual
paragraphs information, and E- rater, which was developed by
the Educational Testing Service and relies primarily on linear
regression. The next sections will cover some related works for
the same topic, data set description and example, our approach
(which comprises five stages), implemented experiments and
their outcomes, analysis of our results, and finally conclusion
and future work.

II. RELATED WORK

Various approaches for implementing an automatic short
response grading system have been presented in the previous

ten years.
(Tulu et al.) [13] This research has proposed a new tech-

nique using a deep learning approach, which is MaLSTM and
sense vectors obtained by SemSpace. The student answer is
represented by a sysnet-based embedding of WordNet, and
the reference answer is inputted into a parallel LSTM model,
which leads to the transformation of these two representations
into vectors and the use of Manhattan similarity to measure
the similarity between the two vectors (student answer and
reference answer). This technique was utilized and evaluated
on the Texas data structure dataset, and they were able to
reach a correlation of 0.95 by separating the data into train
and test for each question. When they operate on the dataset
as is, however, they get a correlation of 0.15. Furthermore,
they said that LSTM does not take into account long-range
dependencies, in contrast to the transformers that perform
admirably in the automatic short response grading assignment.

(Süzen et al.) [14] This study focuses on automatic scoring
of the students’ answers since it is common in the United
Kingdom, and they would want to provide feedback on the
students’ answers whether they are incomplete or incorrect.
This study suggested using clustering, regression analysis, and
hamming distance to find the similarity between the student
answer and the given reference answer to solve the automatic
short answer grading problem, but they didn’t go into detail
about the technicalities involved in getting their results. The
authors evaluated their strategy on the Texas data structure
data set, achieving a correlation of 0.81, and the authors said
that semantics or synonyms were not taken into consideration
in this approach.

(Gomaa and Fahmy) [15] In this study, the Ans2vec ap-
proach was suggested as a simple and efficient model for
scoring brief answers. To convert the model and student re-
sponses into vectors. They make use of Ans2vec (Skip-thought
vector technique). Skip-thought vectors are a sentence-level
version of word2vec, in which the surrounding words is being
predicted by the word2vec and the surrounding sentences is
being predicted by the skip thought vectors. According to
the authors, they evaluated their model on the Texas Data
Structure data set and obtained a correlation of 0.63. They
stated that working with the Texas dataset is tough because
most researchers struggle to produce correlation results greater
than 0.7, as can be demonstrated in this study.

(Pribadi et al.) [16] The first stage of this research will
propose (Maximum Marginal Relevance (MMA), which will
generate a reference answer from the given student answer,
and the second stage will propose ”GAN-Longest Common
Subsequence (GAN-LCS)”, which is an extension of the LCS
that works on computing the similarity between two sentences
of different lengths, with the output coefficient being the
student grade. This approach was tested on the Texas Dataset,
which yielded a 0.468 correlation score.

(Hassan et al.) [17] This study proposes using a paragraph
embedding approach for both the student and reference an-
swer, then computing the cosine similarity between them and
using the result as a feature in a regression model to predict
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the student grade. The vector representation of the student
response and the reference answer might be generated in two
ways. The first method was to create the vector by summing
the word vectors in our text. To construct our vectors, we used
the second way of training a deep learning model. All word
embedding was done with Glove, Word2Vec, and fasttext,
while all paragraph embedding was done with Skip- thoughts,
Doc2Vec, and InfraSent. The author utilized the Texas dataset
to test his method, and they were successful.

(S. Roy et al.) [18] The focus of this study was on vector-
based approaches. They began by deleting all stop words
from their data before computing the seven to seven similarity
measures: block distance, JingConarth, DISCO, Lesk, Glove,
Sense Vectors, and Word2Vec. They also employed sentence-
to-sentence similarity metrics such as the text-to-text model,
the Min-Max additive model, and the Vector Summa- tions
Model. Finally, all of these methods were evaluated on the
Texas dataset, with the greatest correlation value of 0.586.

(Magooda et al.) [19] His system is offered as a three-
module sequence in this study. He began by pre-processing
his data by eliminating stop words and doing lemmatization or
stemming. Second, he will begin calculating certain similarity
measures using the word-to-word approach, which will include
string similarity techniques such as block distance. In addition
to knowledge-based techniques like JiangConrath and Lesk
algorithm, corpus-based techniques like DISCO, and the last
type of similarity, which is the Vector representation, such as
Word2Vec toolkit, Glove pre-trained model, and sense aware
vectors, there is also the Vector representation, which includes
Word2Vec toolkit, Glove pre-trained model, and sense aware
vectors. Finally, the scaling module assigns a grade to the
student between 0 and 5 on a scale of 1 to 5. This method
was tried on a dataset from Texas, and he was able to reach
a correlation of 0.550.

III. DATA SET

TABLE I: Example for a question and its model answer

Sample Question
In one sentence, what is the main idea implemented
program by insertion sort?
Model Answer
Taking one array element at a time, from left to right, it inserts it
in the right position among the already
sorted elements on its left.

The ASAG task uses six datasets, starting with the CREG
and CREE datasets (Meurers et al. 2011), the ASAP dataset
that is from a Kaggle competition (Hewlett 2012), the SciEnts-
Bank and Beetle datasets (Dzikovska et al., cited in Galhardi
Brancher, 2018), and the Texas dataset from (Meurers et
al.) The Texas dataset was chosen as the major source for
implementing the ASAG out of those six datasets. The reason
for choosing the Texas dataset is because it is the most difficult
dataset to use as the main source. The Texas Dataset (Mohler
2011) contains 87 questions chosen from 10 assignments (each
assignment has from four to seven questions) and two tests

TABLE II: Two student answers with manual evaluators grade

Student 1 Answer Grade/5
Take a number and choose a pivot
point and insert the number in the
correct position from the pivot point..

3/5

Student 2 Answer Grade/5
Insertion sort removes an element
from the data, and inserts it at
the correct position in the already
sorted list.

5/5

(each with ten questions), all of which are connected to an
introduction of computer science curriculum for undergrad
students (Mohler et al. 2011). There are 2,442 replies from
students. The data includes the average grades of the two man-
ual graders that grades each answer on scale of 0 to 5. When
it comes to grading, grader one is more tolerant than grader
two. Grader one assigned a 4.43 average, whereas grader two
assigned a 3.94 average. Because it was an augmentation of
the dataset generated by the authors in 2009, this dataset is
also known as Texas Extended Dataset (Mohler and Mihalcea
2009).

IV. METHODOLOGY

Our proposed model will pass through five stages as shown
in fig (1). The first stage is the data set preparation. The
second stage is the pre-processing stage. The third stage is the
processing stage where multiple text similarity techniques will
be implemented to compare the student answer with the same
question given reference answer. The fourth stage is to grade
the student answer. Then finally, the last stage is evaluating the
proposed model grade according to the manual given grade by
the examiner (educational staff).

A. Data set preparation

In the first stage as shown in fig (2), we have to extract
everything separately and efficiently from our data. Starting
with extracting the question itself, the student answer for each
question, all the given reference answers for each question and
finally the average grade of the two evaluators that will be our
main target to reach.

B. Pre-Processing

In this phase as shown in as shown in fig (3), Most of the
linguistic techniques are being applied. The first technique is
converting all the letters of all given sentences (including the
question itself or the question reference answer or the student
answer) into lower case letters as in NLP the capital ‘A’ is not
equal to a small ‘a’. The second technique is performing the
stemming which is converting each word is given into its root
form or lemmatization which is the process of combining a
different word’s inflected forms so that they may be studied as
a single item. Moreover, these two processes have to be done
after splitting each sentence according to the spaces. The third
technique is removing all stop words and special characters
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Fig. 1: General System Architecture

Fig. 2: Data set preparation processes

Fig. 3: Pre-Processing processes

in our sentences. And the final technique is converting all
numeric numbers into alphabetical numbers.

C. Processing

In this phase, Multiple text similarity techniques and al-
gorithms are going to be implemented and then combined
together to form our Hybrid proposed model. For the string-
based similarity algorithms, we will apply 168 string-based al-
gorithm from Abydos library. For the Corpus-based similarity
algorithms, Latent Semantic Analysis (LSA) algorithm will be
implemented and for Knowledge-based similarity algorithms,
five algorithms from WordNet similarity algorithms will be
applied which are LI, LIN, WPATH and JCN. Finally, for
Embedding techniques, we will be using Bert models, Glove
models, Roberta, and more other models that convert our
sentences into vectors and then apply some text similarity
algorithms using their pre-trained models.

D. Predicting the grade

In this phase, our main target is to make our regression
model got the ability to predict the quick and efficient grade for
the student after merging all the similarity algorithms output
that we have calculated while comparing the student answer
to the reference answer.

E. Evaluation

In the final phase, the correlation metrics are used in this
regression task to evaluate all the output grades predicted by
our proposed model.

V. EXPERIMENT AND RESULTS

The environment that was used to implement this approach
was on a laptop with core-i7 8th Gen, 16GB ram and GPU
Nvidia GTX 1060 6GB.

TABLE III: Correlation results of some techniques without
combination

Text-similarity technique Correlation Result
Kuhns VI 0.488928
GiniII 0.487648
Iterative SubString coorelation 0.486732
Forbes II 0.481941
Fuzzy Wuzzy Token Set similarity 0.477305
Kuhns IV 0.473229
Tulloss S 0.466162
Cosine 0.420157

1) Experiments: Text-similarity strategies (algorithms)
were applied independently without being integrated with any
other algorithm in the early studies, but the results were not
the best as shown in Table.(III) and Fig(4).

Our technique delivers superior and comparable outcomes
in experimental evaluation on Texas data-structure data set as
shown. The implemented tests depicted in Table (IV) are the
most significant of all since they introduce our fundamental
concept and goal of creating an ensemble model. For the first
experiment, the student answer and the reference answer were
compared using string similarity approaches, with lower case
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Fig. 4: Independent text similarity techniques correlation result

TABLE IV: Experiments

letters and stemming procedures applied to each word in both
phrases, yielding a 0.577 correlation. The student answer and
the reference answer were compared using string similarity
methodologies, but without any processing techniques on
the student answer or the manual reference answer, yielding
a 0.5825 correlation. For the third experiment, the student
answer and the reference answer were compared using string
similarity methodologies, with lower case letters and stemming
techniques used for each word in both phrases, yielding a
0.5923 result. And this demonstrates that the pre-processing
stage is one of the most important aspects that must be applied
well in this technique. The concept of building an ensemble
model was used in the fourth and fifth experiments, where
lower case letters technique and lemmatization were used for
all sentences, but the fourth experiment was a combination of
string and semantic similarity techniques with a correlation
of 0.6105, while the fifth experiment with the addition of
only some embedding text similarity techniques like ”bert-
base-nli-mean- tokens” model. This is a sentence transformers
Bert model that has been pre-trained on one million sentence
pairings with a batch size of 16 and a learning rate of 2e-5. It
has a maximum sequence length of 128 characters and a word

embedding dimension of 728. which results in a correlation
equal to 0.6514.

For the second experiment, The student answer and the
reference answer were compared using string similarity ap-
proaches, but without any pre-processing technique on the
student answer or the manual model answer, which result for
0.5825 correlation. In this approach K-fold was implemented

as our validation technique, the data is separated into different
k-subsets of data, with each k subset working as a test set and
the k-1 subset acting as a training set, and a holdout process
being performed k-times. (k=10 in our implementation). Texas
data set. Moreover, different classifiers have been implemented
to our data and the Random Forest classifier was the best one
each time for the correlation final result.

2) Results: Our proposed hybrid approach has achieved
better or more competitive results in the experimental eval-
uation on the Texas benchmarking data set as shown in Table
(V) and fig (5). Our model achieved 0.65 correlation result
compared to all the other systems.

TABLE V: Results of Texas data set

System Correlation
Chaturvedi and Basak [20] 0.805
Our proposed Model 0.65
Gomaa, W. H., & Fahmy [15] 0.63
S. Roy et al [18] 0.57
Hassan et al [17] 0.569
Magooda et al [19] 0.55
Mohler et al [21] 0.52
Gomaa et al [22] 0.50
Basak et al [23] 0.365
Tulu et al [13] 0.15

Fig. 5: Comparable Correlation Results

VI. RESULT ANALYSIS

As shown in Table (III) the best text-similarity technique
correlation was 0.488928 utilizing the Kuhns IV algorithm
which indicates that employing text similarity, semantics, or
even embedding techniques individually without combining
them will not yield the best correlation results.

Moreover, as shown in Table (V), the combination between
the 168 string similarity algorithm has increased the string
similarity techniques’ overall correlation results. In addition
to that, adding standard semantic similarity techniques and
embedding text similarity techniques improved our model
outcomes, and ultimately, embedding text similarity techniques
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models increased our hybrid model’s confidence and accuracy
compared to other simple and complex approaches. The en-
semble model delivers more competitive results since each
individual algorithm is powerful in its own way, and by
combining them, the model becomes much more efficient.

VII. CONCLUSION AND FUTURE WORK

Automatic Short Answer Grading has been one of the most
important tasks that need to be implemented in an accurate,
efficient and quick way in real life. In comparison to other
complicated implementations, this study has shown that using
simple procedures which are string similarity or semantic or
embedding similarity techniques or the combination between
them in one hybrid approach without the usage of bert models
can result for a very efficient correlation result.

Future work will be concerned with different approaches.
Different data sets will be applied on our model like the
Beetle and SciEntsBank data set or Corpus of Reading
comprehension exercises in German data set (CREG) or the
Corpus of Reading Comprehension Exercises (CREE) data set.
From other approach which is testing our proposed model
on different language data sets like Arabic data sets. Also,
during analyzing Texas data structure data set, it was noticed
that there are many numbers, mathematical equations and
programming code which need handcrafting techniques or
deep learning approaches either using transformers or deep
neural networks or even both merged together that will lead
for more efficient results in this field specifically.
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[14] Neslihan Süzen, Alexander N Gorban, Jeremy Levesley, and Evgeny M
Mirkes. Automatic short answer grading and feedback using text mining
methods. Procedia Computer Science, 169:726–743, 2020.

[15] Wael Hassan Gomaa and Aly Aly Fahmy. Ans2vec: A scoring system
for short answers. In International Conference on Advanced Machine
Learning Technologies and Applications, pages 586–595. Springer,
2019.

[16] Feddy Setio Pribadi, Adhistya Erna Permanasari, and Teguh Bharata
Adji. Short answer scoring system using automatic reference answer
generation and geometric average normalized-longest common subse-
quence (gan-lcs). Education and Information Technologies, 23(6):2855–
2866, 2018.

[17] Sarah Hassan, Aly A Fahmy, and Mohammad El-Ramly. Automatic
short answer scoring based on paragraph embeddings. International
Journal of Advanced Computer Science and Applications, 9(10):397–
402, 2018.

[18] Shourya Roy, Sandipan Dandapat, Ajay Nagesh, and Yadati Narahari.
Wisdom of students: A consistent automatic short answer grading
technique. In Proceedings of the 13th International Conference on
Natural Language Processing, pages 178–187, 2016.

[19] Ahmed Ezzat Magooda, Mohamed Zahran, Mohsen Rashwan, Hazem
Raafat, and Magda Fayek. Vector based techniques for short answer
grading. In The twenty-ninth international flairs conference, 2016.

[20] Bhuvnesh Chaturvedi and Rohini Basak. Automatic short answer grad-
ing using corpus-based semantic similarity measurements. In Progress
in Advanced Computing and Intelligent Engineering, pages 266–281.
Springer, 2021.

[21] Michael Mohler, Razvan Bunescu, and Rada Mihalcea. Learning to
grade short answer questions using semantic similarity measures and
dependency graph alignments. In Proceedings of the 49th annual meet-
ing of the association for computational linguistics: Human language
technologies, pages 752–762, 2011.

[22] Wael H Gomaa and Aly A Fahmy. Short answer grading using
string similarity and corpus-based similarity. International Journal of
Advanced Computer Science and Applications (IJACSA), 3(11), 2012.

[23] Rohini Basak, Sudip Kumar Naskar, and Alexander Gelbukh. Short-
answer grading using textual entailment. Journal of Intelligent & Fuzzy
Systems, 36(5):4909–4919, 2019.

342 

Authorized licensed use limited to: University of Greenwich. Downloaded on June 02,2022 at 17:41:42 UTC from IEEE Xplore.  Restrictions apply. 



152 Chapter 4. Conferences

4.5 Spring 2022 - Accepted and waiting for publication
4.5.1 Exploring and Classifying Beef Retail Cuts Using Transfer Learning

MSA University and Faculty of Computer Science would like to congratulate the Senior
Student from the Faculty of computer science Abdallah Ayman Abuzaid whose paper got
published to the IEEE Xplore as part of the 2022 IEEE 9th International Conference Science
of Electronics, Technologies of Information and Telecommunications (SETIT). Abdallah
Abuzaid presented his paper entitled “Exploring and Classifying Beef Retail Cuts Using
Transfer Learning” which proposed an evaluation of the deep learning neural network in
artificial intelligence (AI) technologies to provide a rapid recognition and immediate proper
classification of the different beef retail cuts (Liver, Roast Beef, Beef Chuck, Beef Round,
Strip-Lion, Round Fillet, Beef Flank) to classify them accordingly. The 2022 IEEE SETIT
conference was held as and hybrid event from 28th to 30th May 2022., and the presentation
was followed by a QA discussion where participants shared their interest in the topic and how
it can affect the scientific community. [2]
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Abstract—An evaluation of the deep learning neural network
in artificial intelligence (AI) technologies is proposed to provide
a rapid recognition and immediate proper classification of the
different beef retail cuts (Liver, Roast Beef, Beef Chuck, Beef
Round, Strip-Lion, Round Fillet, Beef Flank) to classify them
accordingly. The problem is that many of the modern consumers
face difficulties in recognizing the different retail beef cuts. Thus,
a solution was created through collecting a dataset for retail cuts
and creating an algorithm to classify them. A dataset, which is
available for public, of 7 different beef retail cuts was proposed.
This dataset includes colored images from our own image library,
a total of 1638 images for validation testing and training are used
for this project. The deep learning neural network algorithm-
based model was able to identify specific beef retail cuts. 5 models
were used in this paper to reach the highest accuracy for the
classification of our dataset (MobileNet, ResNet50, InceptionV3,
EfficientNetB0 and our customized model). EffecientNetB0 pre-
trained model is one of the best and easiest pretrained models in
Keras CNN. The employment of this model, after training and
data augmentation techniques, was able to achieve the highest
accuracy by a 99.81%. Based on our trained model and the huge
results, deep learning technology evidently showed a promising
effort for beef cuts recognition in the meat science industry.

I. INTRODUCTION

Food industry operations include the supply and usage of
food items and services. It is vital to any country’s economic
growth. It is one of the most active economic sectors on the
planet. Meat is an essential element of the human diet, having
significant health and economic and cultural ramifications
across the world. Meat production is governed by convenience
and availability. It involves a number of domestic species
and is influenced by religious and cultural beliefs [1]. For
many people all around the world, meat is an essential source
of sustenance. Meat production has increased by more than
50 percent in the last 50 years which shows that global
demand is increasing. Almost 340 million tonnes are produced
worldwide each year. Meat is a good source of protein and
it has an essential nutritional value. However, it rots easily
and quickly due to its sensitivity which is caused by it’s high
nutritional value. Eliminating hunger is one of the main goals
of sustainable development in order to achieve a high level of
food security and saving resources. [2].Food fraud is a serious
problem for most retail food industries. The huge difference
between the prices and the quality of the retail beef cuts

is a common problem among many consumers. [3], hence,
researchers have increased their scrutiny of classifying beef
cuts. Classifying beef cuts is a common issue for those who
don’t have an experience in detecting the beef cuts.

Knowing the difference between the beef cuts is extremely
important, since there are many consumers who haven’t the
experience to differentiate between them, so knowing the
difference is essential to avoid commercial cheat, as there is
a big difference in price and quality of each beef cut.

The classification of beef cuts is also indispensable for meat
lovers and meat shops who like to make food, especially meat
dishes. They need to classify beef cuts, which is a big problem.
It takes time to classify and at the end the accuracy result is
low because it needs a huge experience. The central challenges
of this study shows that the extraction of the features of beef
is extremely hard because of the common similarities between
beef cuts like color extraction, muscle fibre detection and
distribution of fats in each cut. These features are the ones
where we were going to implement a method to extract them
and differentiate between the retail beef cuts. The aim of this
paper to is facilitate the process of differentiating between
the retail beef cuts and type of meat to make it easier for
the customers who have no experience in meat and to avoid
commercial cheat, speeding up the production process and
reduce human faults.

AI has been used to recognise a variety of targets, including
text/words, illness expression, food recognition, and identity
authentication systems [4].Deep learning techniques have been
used for recognition and classification of many things like
recognition of face, pattern, disaster and voice, and classifi-
cation of food like bacon and food species.CNN is a well-
known deep learning method that has been frequently used in
the issues classification. The most notable benefit of CNN is
its capacity to learn from an input image without having to
extract features [5].

II. RELATED WORKS

The exploration of industrial classification was limited to 3
popular techniques of Electronic nose, Image processing, and
Deep learning neural network [6]. However, the introduction of



electronic noses paved the door for a new type of complicated
sample analysis that was not based on the traditional analytical
chemistry method of component separation, but rather on a
synthesis of global chemical information [7]. Image processing
is the process of transforming an image into digital form
and performing operations on it in order to enhance the
image and extract useful information. Image processing is
described mathematically as the computer’s processing of a
two-dimensional image, i.e., an image is defined as a function
of two real variables, such as t(x, y), with an amplitude such
as the brightness of an image at a coordinate point (a, b). A
picture or a set of attributes or qualities connected to the image
might be the result of image processing [8]. Deep Learning
is a relatively new machine learning subject that has sparked
a lot of attention in recent years. It has been widely used in
a variety of applications and has shown to be an effective
machine learning technique for a variety of challenging issues
like image classification in animal science [9].

A. E-Nose detection

The electronic nose is one of the most accurate and efficient
technologies for food quality detection. It implemented a
method using SR SNR maximums (SNRmax) linear fitting
regression to detect freshness of beef strip lions. It reached
a high level of accuracy. Consequently, questions have been
raised about the highness of this accuracy level. (Xiao et
al, 2014) [10]. The presented work subdivided the degree
of freshness into 3 levels which are Fresh, Sub Fresh and
putrid. The detection of freshness degree using the electronic
nose method was applied on pork meat, mutton meat and
beef meat. The results of the experiment showed freshness
degree of 89.5% for pork, 84.2% for beef, and 94.7% for
mutton. However, the accuracy level of the experiment is
incomplete as it did not include the type of the beef cut.
The Electronic nose was reported in the later models of
Xiaohui Weng et al. [11]. The models evaluated a new
method by using E-nose, computer vision, and artificial
tactile all together to detect the freshness of meat. It
added a new feature. It succeeded in predicting the exact
number of days of safe food storage. The results of the
study showed accuracy levels of 93.47% for pork meat
Unfortunately, the experiment did not include beef meat. The
impact of this technology on beef meat is yet to be discovered.

B. Image processing techniques

In the last five years, there has been an increase in
using image analysis on animal sciences. A study reported
that the merging between computer vision, digital image
processing, and digital image analysis is extremely important
in applications concerning animal sciences (Fernandes et
al) [12]. This merging of technologies is applicable on
high-throughput challenges and precise livestock farming
applications. (Andrei et al) [13] implemented a system with
fuzzy logic based classifier to score meat marbling. They also
proved that artificial intelligence has been shown to be a useful

tool in meeting the ever-increasing demands of technology
advancement. The study’s overall goal was to provide a new
creative approach of analysing typical events that would
benefit the majority of people. Kusworo Adi et al [14] have
introduced a new methodology to determine the quality of the
meat using phone’s camera. In addition to they implemented
an automated system to classify the quality of the meat using
image processing digital images. They obtained 90% accuracy
for training and 84% for testing. Regardless of the progress
in the area of image processing for food quality detection,
the major problem of thresholding persists. According to
(Asmara et al,2018) [15] they demonstrated a new technology
using Grey Level Co-Occurrence Matrix method to classify
pork and beef with color and texture extraction. Beside They
used back-propagation algorithm to identify the digital image
of the meat, achieving 89.57% of accuracy results. Despite its
long clinical success, there are another types of meat rather
than pork and beef which need to be identified.

C. Deep Learning Neural Network Techniques

According to (Narit and Smith,2018) [16], they used deep
learning neural network techniques to generate a CNN model
predicting the Thai fast food, they trained the data set on
3,960 images using GoogleNet framework. In addition to
they reached average accuracy 88.33%. However they proved
that neural network is one of the most essential techniques
to classify food. Food image recognition was reported later
using convolutional neural network(Xin et al,2019) [17] they
implemented a method to avoid commercial cheat for rice in
Malaysia, they achieved high accuracy of 92.6%. Moreover
they proved that CNN algorithm is the best model to be
trained to classify types of food. Since researchers have
increased their scrutiny of knowing how well a deep learning
neural network is, Saidul et al [18] demonstrate that past
research to prove this method by the usage of two pretrained
models from CNN (VGG16 and ResNEt V2). Beside they
used these models for only 7 cuts with accuracy reached
98.6% for the first model and 95.7% for the second one.
However, these rapid changes are having serious effects on
the field of animal science applications.

Fig. 1. Comparison between our work and state of art



III. METHODOLOGY

The proposed system used deep learning technique to
classify beef cuts using CNN. A Convolutional Neural
Network (ConvNet/CNN) is a Deep Learning system that
can take an input picture, assign significance (learnable
weights and biases) to various aspects/objects in the image,
and distinguish between them. When compared to other
classification methods, the amount of pre-processing required
by ConvNet is significantly less. While basic techniques
need hand-engineering of filters, ConvNets can learn these
filters/characteristics with enough training [19].

A. Architecture

We have used in this paper 5 architectural models to
train and test our data (MobilNet, ResNet50, InceptionV3,
EfficientNetB0 and our customized model), using sequential
model API. The sequential model is suited for a simple stack
of layers with precisely one input tensor and one output
tensor for each layer [20]. According to (Atila, 2021) [21]
MobileNet, ResNet50, InceptionV3 and EfficientNetB0 are
the highest accuracy in the pretrained models for CNN. The
performance of this proposed architectures compared to other
image classification models is extremely high.

We have used other existing neural network pretrained
models to increase the confidence of the result, hence we will
explain what is special about every model.

Fig. 2. Customized Model Layers

Figure 2 shows the layers of our customized model which
consists of 11 layers. One of the most important phases in the
pre-processing of data before developing a machine learning
model is feature scaling in machine learning. The reason for
using feature scaling is that few algorithms converge much
faster with it than without it [22]. Maximum pooling is a
pooling operation that computes the highest, or biggest, value
within every patch of each convolution layer [23].Conv2D is
a 2D Feature Extraction that produces a set of outputs by
winding a mapping function with the layer’s input [24]. The
reason we used flatten layer that a tensor flatten operation
reconfigures the convolutional layer to get a form equal to the
number of components in the convolution excluding the the
batch dimension [25]. While Dense layer was used because
it aids in modifying the dimensions of the previous layer’s
output such that the model to readily establish the relationship
between the values of the data wherein the model is operating
[26].

MobileNet does not employ ordinary convolutions, but
rather Depth wise separable convolutions, which cost one-
eighth as much to compute. To address the aforementioned
issue, a lighter model known as MobileNet was developed,
which has fewer parameters and takes less time to compute,
but rather depth wise separable convolutions, which cost one-
eighth as much to compute. There are two hyper parameters
in MobileNet: width multiplier and resolution multiplier [27].

According to ResBlocks, ResNet50 is separated into four
components. After each shallow segment, a classifier is set,
along with a bottleneck layer and a fully connected layer that
are only used in training and may be deleted in inference. The
major reason for including the bottleneck layer is to reduce
the effect of each shallow classifier and to incorporate L2 loss
from hints. During the training phase, all shallow portions
with associated classifiers are taught as student models by
distillation from the deepest part, which may be thought of
as the teacher model [28]. Inception V3 lowers the number of
convolutions by restricting the maximum filter size to three,
enhances the network depth, and employs a better feature
combining approach for each inception module [29].

EffecientNetB0 utilises a compound scaling search based
on depth, width, and input size in EfficientNet. EfficientNet’s
fundamental design concept is to deconstruct the modules
with various object detection functions, then scale the picture
size, width, #BiFPN layers, and #box/class layer. SpineNet,
which is primarily focused at the overall architecture of
fish-shaped object detector for network architecture search,
is another design that employs the NAS idea. This design
approach might result in a scalepermuted structure at the end
[30].

We also want to demonstrate the best features of each
model to show why we chose these models. MobileNet is
one of the best pretrained models because it reduces the
size of the model after training. It’s very light and has high
speed in computation [31]. To reduce time and processing



power, the EfficientNet design leverages transfer learning. As
a result, it outperforms other well-known models in terms of
accuracy. This is because some smart scaling at the depth,
breadth, and resolution levels [32]. The Inception model is
extremely effective in classifying remote-sensing photos. In a
typical convolutional neural network, we must decide whether
to use a pooling operation or a convolution operation, as
well as the filter size. All of these procedures may be done
simultaneously with Inception [33]. ResNet extracts features
from pictures using a neural architecture, then uses fully-
connected classifiers to give labels to images based on the
retrieved features [34].

Fig. 3. System Overview

Figure 3 shows the detailed implementation of our system.
The system takes a photo of the beef cut from a device then
it sends the photo to the cloud using machine learning algo-
rithms. The model categorizes the inputted photo according
to features extracted compared by the training data. After the
prediction of the type of the beef cut, the deployment process
starts by sending the results and predictions to the user.

B. Beef cuts collection

In the dataset collection, 7 different beef retail cuts were
used, (Liver, Roast Beef, Beef Chuck, Beef Round, Strip-Lion,
Round Fillet, Beef Flank). 1638 images collected from our
image library where used for training and validation, 80%
was for training and 20% was for validation and testing.
All the images were extracted from 18 videos using ezgif
tool and using 10 frame per second rate then filtering them
manually. Using unknown data set with pretrained model will
get persuasive outcomes, but sometimes you need to create
your own model. Utilizing the weights of a pretrained model,
which carries out information on millions of pictures from
ImageNet, is one of the most practical aspects of using transfer
learning [35]. This method not only saves time while training,
validating, and testing the model, but it also increases the
overall accuracy of prediction and classification. [36]

Retail Beef Cuts Dataset. (2022, Jan-
uary 30). [Dataset]. Abdallah Abuzaid.

https://www.kaggle.com/abdallahabuzaid/retail-beef-cuts-
dataset

Fig. 4. Dataset Samples

IV. RESULTS

In this research paper, as we show in the below table,
the selected models have reached high accuracy. The high-
est accuracy we reached was by EffecientNetB0 after data
augmentation, then the accuracy reached 99.81% for training
and 85% for validation after data augmentation while before
augmentation, the accuracy was 99.43% for training and
79.37% for validation. For our customized model the accuracy
reached 99.89% before data augmentation then 97.34% after
data augmentation. The InceptionV3 model reached 99.05%
after data enhancement, and it reached 98% before, which
is a very high rate. Resnet50 model is the perfect model for
multiple class classification, as it reached 99.34% accuracy for
training before augmentation of data. Our customized model
reached 97.34% accuracy.

Data augmentation was used to avoid overfitting but it
doesn’t seem to be a good approach in some models as it
decreases the accuracy. Deep learning models are data hungry.
If the model is unable to detect patterns due to a lack of
data, it will attempt to remember the dataset. Because they
are large enough, larger models tend to remember data rather
than identifying patterns. When a model memorises training
data, it will perform admirably on the training set but badly
on the validation set. The approach for regularising data is
data augmentation. Your model weights are penalised higher
during regularisation to ensure that they don’t overfit. As a
consequence, your model may not perform well on the training



set (depending on how much regularisation is done), but it will
attempt to uncover generic patterns in the dataset, which will
aid validation [37]. That’s why data augmentation may lead
to decrease the accuracy of training and increase the accuracy
of validation in some models.

Fig. 5. The Accuracy Results of 5 Models

Fig. 6. Accuracy and Loss curve of EffecientNetB0 model

Model Before Data Augmentation No of epochs After Data Augmentation No of epochs
Resnet50 98.86% 10 96.78% 15
MobileNet 98.58% 10 99.15% 15
EfecientNetB0 99.34% 10 99.81% 15
InceptionV3 98.0% 10 99.05% 15
Customized Model 99.89% 10 97.34% 15

Table 1. Accuracy Results

Figure 7 shows the classification report of the highest ac-
curacy CNN model. The accuracy reached 86% for precision,
recall and f1-score. The number of correct positive divided
by the total number of positive predictions is referred to as
precision. The recall is determined as the ratio of Positive
samples that were properly categorised as Positive to the total
number of Positive samples. The recall metric assesses the
model’s ability to detect Samples were positive. While f1
Score is calculated as the weighted average of precision and
recall.

Fig. 7. Classification Report of EffecientNetB0

Figure 8 shows the confusion matrix of our proposed
system. A confusion matrix is a summary of classification
problem prediction outcomes. The number of right and wrong
predictions is evaluated with count numbers as divided by
class.

Fig. 8. Confusion Matrix of EffecientNetB0

V. CONCLUSION

The increase of meat consumption was a motivation which
developed this system to make it easier for the consumers
when differentiating between the retail beef cuts. Meat is es-
sential part in one’s diet and rich source of protein. Despite the
fact that it’s a high nutritional content renders it’s susceptible
to blight and decay. Eliminating hunger and achieving a high
degree of food security since retaining nutrition is one of the
sustainable development goals. The main point was to collect
a dataset of the popular retail beef cuts and try to classify them
using CNN models. We aimed to prove that convolutional



neural network is a good approach to use in the classification
of meat for the industry. We have collected 18 videos for 7
different retail beef cuts (Liver, Roast Beef, Beef Chuck, Beef
Round, Strip-Lion, Round Fillet, Beef Flank). The extracted
1638 digital images from these videos were used as 80%
for training the model and 20% for validation. After using 5
models (MobileNet, ResNet50, InceptionV3, EfficientNetB0
and our customized model), we have reached huge results
with a great accuracy for the pretrained model EfficientNetB0
which reached 99.81% after data augmentation. This proved
that CNN demonstrated a promising effort in the meat science
business to recognise retail beef cuts.

VI. FUTURE WORK

After the huge results ,the convolutional neural network
models have motivated us for completing our work by col-
lecting more dataset for more retail beef cuts to increase the
number of classes. Also, our aim is to recognize the origin
of the beef by detecting if it’s local or imported to help our
objective of avoiding commercial cheat. The last thing we aim
to do is to differentiate between beef and other types of meat
like mutton and pork meat which will help in the production
of meat industry .
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Abstract—Forgery is a type of fraud defined as the act of
forging a copy or an imitation of a document, signature, or
banknote which is considered a form of illegal criminal activity. In
this paper, we are focusing on the identification and detection of
handwritten signature forgeries inside documents. The proposed
system uses contemporary methods that utilize a deep learning
approach of CNNs (Convolutional Neural Networks) for binary
image classification and aims to help forensic examiners measure
the genuineness of handwritten signatures. We considered using a
number of five different classification models of CNN which are,
VGG-16, ResNet50, Inception-v3, Xception, and Our CNN model.
The purpose for using these different CNN models is to determine
and study which model is best at identifying images containing
text data containing similar resemblances. Upon comparing these
CNN models, we concluded that the ResNet50 model was able
to reach the highest score at identifying handwritten signatures
with an accuracy of 82.3% and 86% when tested on datasets of
300 images and 140 images respectively. Regarding future work,
this is a required step that determines what model to focus on for
more in-depth analysis and classification of the characteristics of
handwritten signatures.

Index Terms—Forensic Document Examination, Handwritten
Signatures, Forgery Detection, Image Classification, CNN Archi-
tectures

I. INTRODUCTION

Forensic analysis is the application of scientific methods
for the identification and examination of scientific evidence
during a criminal investigation. FDE (Forensic Document
Examination) is a forensic science that focuses exclusively
on examining documents concerning emails, business letters,
transactional documents, financial reports, bank signatures, or
other criteria. Forgery is the number one crime that is most
commonly associated with FDE. It involves the recreation of
a false document, signature, or other imitation of an object
of value to be used with the intent to deceive another. And
it is stated by Interpol that document fraud is considered a
form of illegal criminal activity. In this paper, we will be
focusing on the identification of handwritten signatures inside
documents by using state-of-the-art technologies that utilize
artificial intelligence and deep learning techniques.

Handwritten signature forgery can be identified by a set
of features and characteristics that most forensic document

examiners are familiar with. However, many of these features
can cause confusion for the examiners especially when a
forgery is performed by a skilled perpetrator. The proposed
system solves this problem by using deep image classification
methods that focus on comparing multiple combinations of
comprehensive signature features.

Fig. 1. Genuine Signatures vs Forged Signatures

The handwritten signature samples shown in figure
1 represent the level of challenge encountered by our
classification models by showing close similarities between
each class. To tackle this problem, we will be using a
combination of five different CNN models for the binary
image classification of handwritten signatures. With that in
mind, the classification models must go through a sufficient
amount of training, validating, and testing to reach acceptable
results. The dataset used consisted of a sample containing 300
images of handwritten signatures (150 Genuine Signatures +
150 Forged Signatures).

The main contribution of this paper is to explore and com-
pare different CNN models to determine the best-performing
model in terms of classification of images containing text data
which aims to help forensic examiners with identifying the
genuineness of the handwritten signatures. The system uses
five different CNN models which are, VGG-16, ResNet-50,
Inception-v3, Xception models, and our Custom CNN Model.



II. RELATED WORK

Because of the rapid rise of fraudulent activities with
fraudsters now taking advantage of contemporary computer
software for illegal behaviors and illicit purposes, lots
of research efforts were dedicated to this subject for the
following topics which are (A) forged document detection,
and (B) handwritten signature identification.

A. forged document detection

In document forgery detection, Praba et al. [1] has presented
a system proposing two methodologies for detecting forged
documents, the first is by scanning a QR-code of the
document to determine its source, the second way is by using
a machine-learning algorithm to train, test, and classify the
questioned document to determine whether it is forged or
not. Alternatively, James et al. [2] have used a data-driven
approach that utilizes OCR (Optical Character Recognition)
graph features to detect document manipulations on a
constructed dataset of real business documents containing
slight forgery imperfections. Yoosuf et al. [3] has proposed a
method that applies cognitive techniques to identify and detect
document forgery in an information management system by
using an automatic document verification model utilizing
CNN then applying OCR and LBP (Linear Binary Pattern) to
extract textual information and regional edges before using
ORB (Oriented fast and Rotated Brief) to extract images
from the scanned documents, the MIDV-500 dataset which
contains 256 Azerbaijani passport images was used to train
the CNN model that uses sliding window operations layers
to evaluate authenticity. Roy et al. [4] has presented a system
that conducts forensic analysis on handwriting for identifying
forgery owing to word alteration. The proposed system
uses a Multilayer Perceptron classifier adopted to classify
data instances computed by extracting color-based statistical
features, the system managed to achieve an accuracy of
83.71% for blue pen data and 78.18% for black pen data.

For copy-move forgery detection and localization, Abdalla
et al. [5] has used a deep learning approach that utilizes deep
Convolutional learning algorithms, this paper investigates
copy-move forgery detection by utilizing a fusion processing
model of GANs (General Adversarial Networks) and CNN on
four different datasets with an accuracy approximate of 95%.
Khan et al. [6] have presented an automated deep learning for
forgery detection of ink mismatch in hyperspectral document
images using CNN-friendly image format after extracting
ink pixels from a hyperspectral document image to be fed
to the CNN for classification, the proposed method identifies
different inks in hyperspectral document image with an
effective accuracy of 98.2% for blue ink and 88% for black
ink on the UWA Writing Ink Hyperspectral Images (WIHSI)
database.

Ranjan et al. [7] has proposed a framework for image
forgery detection and classification using machine learning,

the paper lays a foundation for the investigation of digitally
manipulated images by providing a solution to distinguish
between such images with an accuracy of 96.4%. Adi et al.
[8] has presented a system for combining perceptual hash and
OCR for securing and authenticating printed documents from
forgery attacks. Bunk et al. [9] has presented a system that
uses two deep learning methods for detection and localization
of image forgeries by utilizing resampling features. The first
method uses overlapping image patches to compute the radon
transform of resampling features before using deep learning
classifiers and Gaussian conditional random field model to
create a heatmap to then identify tempered regions using the
Random Walker segmentation method. In the second method,
what differs is that the computed resampling features on
overlapping image patches pass through an LSTM (Long
Short Term Memory) network for classification purposes.
Vieira et al. [10] has proposed an information system
for automation management of counterfeited document
images using a two-fold approach that utilizes the OpenCV
framework which is used to compare images, match patterns,
and analyze textures/colors tested on a Portuguese citizen
card. Ghosh et al. [11] has presented a system for detection
and localization of image and document forgery using CNN
classifier.

Shang et al. [12] has presented a document print and
copy forgery detection by analyzing different printer types
(laser printers, inkjet printers, and electrostatic copiers), the
proposed method can distinguish between each type based on
features extracted from characters in the documents which
was able to achieve an accuracy of 90% that also works
with JPEG compression. Bertrand et al. [13] has presented a
system that is based on finding intrinsic features for detection
of fraudulent documents by proposing a method which
is based on detecting outlier characters in a discriminant
feature space and the detection of strictly similar characters,
each character then is classified as a genuine one or a fake one.

B. handwritten signature identification

Other than checking for document authenticity, forged
handwritten signatures is one of the most common things
that would be found on a document, must not be overlooked.
Poddar et al. [14] has presented a system that uses a
deep learning approach to recognize and detect forged
handwritten signatures using CNN, Crest-Trough method,
SURF algorithm, and Harris Corner detection algorithm, the
proposed system managed to attain an accuracy of 90%-94%
for recognizing a valid signature and an accuracy of 85%-89%
for detecting forged signatures. Kao et al. [15] has proposed a
method based on a single known sample for offline signature
verification and forgery detection using an explainable deep
learning approach that utilizes DCNN (Deep Convolutional
Neural Network) backed by a unique local feature extraction
method, this system was capable of achieving an accuracy
between 94.37% add 99.96% with false rejection rate (FRR)



between 5.88% and 0% and a false acceptance rate (FAR)
between 0.22% and 5.34% when used on the Document
Analysis and Recognition (ICDAR) 2011 SigComp dataset.
Wei et al. [16] has presented IDN (Inverse Discriminative
Network) for verification of handwritten signatures that
aims to differentiate between genuine signatures and forged
signatures, this model was used on a Chinese signature
dataset of 29,000 images from 749 individuals to test on
different datasets of different languages as well which are:
CEDAR, BHSig-B, and BHSig-H. Pokharel et al. [17] has
proposed a deep learning system for handwritten signature
recognition that uses a CNN architecture, they used a transfer
learning method to retrain the GoogleNet model on 25 classes
of a signature image dataset where each class contains 85
signatures to achieve a mean testing precision of 95.2%.

III. PROPOSED METHODOLOGY

We proposed a binary image classification system that uses
a combination of different CNN models to classify these
images of handwritten signatures. The goal of this system is
to find the most effective classification method that works best
with text-based images by testing each method separately and
comparing the attained outcome. This system works by taking
an input of a scanned image containing the signature and using
binary image classification models in order to validate the
processed image.

Fig. 2. Overview

A. Convolutional Neural Network

A CNN is a type of artificial deep learning neural network
that is used most in image recognition/classification and
is commonly associated with computer vision. It contains
multiple layers called convolutional layers which are based
on the convolution operation that works by combining two
functions (input image, image filter) to produce a third
function.

Convolution Operation:

(f ∗ g)(t) =
∫ ∞

−∞
f(τ)g(t− τ)dτ

(f ∗ g)(t) = functions that are being convoluted
t = real number variable of functions f and g
g(t) = convolution of the functionf(t)
dτ = first derivative of g(τ) function

An image consists of a set of arrays of different numbers
representing squares of pixels arranged in rows and columns,
which is called an Image Matrix. The CNN works by taking
an input image in the form of an image matrix to extract
features from the image and classify them based on learned
features.

B. Pre-Processing

Before introducing the classification models, a pre-
processing phase must take place. The methods used in this
phase are simple but rather very important in order to allow
the classification models to perform most effectively on the
signature images. Each image matrix is rescaled to grayscale
and resized to a default resolution of 320 X 240, which is
going to be the same as the input layer (first layer of the
classification model in Fig. 3) for all the different classifiers.

C. CNN Models

The proposed system uses the following 5 CNN image
classification models, which consist of our Custom CNN
model and four other pre-trained models (VGG-16 model,
ResNet50 model, Inception-v3 model, and Xception model).

First, the Custom CNN classification model is of type
sequential, which consists of 3 convolutional layers that use
RELU (Rectified Linear Activation Function), three max-
pooling layers, and two dense layers with the output layer
using SOFTMAX activation function for binary classification.

Second, to configure the proposed pre-trained models which
were trained on the ImageNet dataset through a process of
Transfer Learning, we were able to fine-tune each model by
removing its current input and output layers so that we can
replace them with our own inputs and outputs. For the input,
we added a new layer with our desired input data. As for the



output, we added a new flatten layer to flatten the pre-trained
model into a 1 Dimension followed by a dense layer of 512
neurons that uses RELU activation function before adding the
final output dense layer for binary classification that consists
of the Softmax activation function and 2 categorical classes
which are later defined as either a forged signature or a genuine
signature.

Fig. 3. Our CNN Model

IV. EXPERIMENT

We conducted a total of two experiments. The purpose
of the first experiment is to test all of our CNN models
to determine which model has the best results of the
classification task on a dataset of 300 images of handwritten
signatures. As for the second experiment, the objective is
to use the model that achieved the highest score from the
first experiment to test it on a newly collected dataset that
contained 130 images of handwritten signatures.

A. experiment 1

In this experiment, we set up each of our five models
for training and testing on a dataset of 300 images1 for
handwritten signature samples that consisted of 150 genuine
signatures and 150 forged signatures. The main objective of
this experiment is to compare the outcome of the different
models and determine which model is best at classifying text-
based images.

1 Handwritten Signatures Dataset 1: https://www.kaggle.com/divyanshrai/
handwritten-signatures

Fig. 4. Handwritten Signature Dataset 1

B. experiment 2

The experiment objective is to test the model that achieved
the highest score from the first experiment on a new dataset
of 140 images2 to see if it can deliver better results. First,
we worked on creating a new dataset by gathering new
handwritten signature samples from different individuals, each
individual providing five samples of their handwritten signa-
ture. Then we attempted to forge the gathered signatures to
best resemble their genuine signature as a skilled perpetrator
would likely do in an event of a forgery.

Fig. 5. Handwritten Signature Dataset 2

For the experiment, we used our created dataset which
provides the input data of 140 handwritten signature samples
belonging to 14 different individuals where half of them are
forged. Both of the forged and genuine signatures are then
introduced to the classification model to being the training
phase. We obtained 10 signature samples per individual where
the used dataset ratio of training to testing was 6 : 4. For each
10 signature samples, we used only 6 samples for training
the model and the remaining 4 samples for testing the trained
model. In the training phase, the 6 samples are categorized
into 3 genuine signatures and 3 forged signatures. As for the
testing phase, the 4 samples were categorized into 2 genuine
signatures and 2 forged signatures.

2 Handwritten Signatures Dataset 2: https://github.com/OmarTIbraheem/
FDE/tree/main/Datasets/Handwritten%20Signatrue%20Dataset%202



Fig. 6. Breakdown of Collected Signature Samples

V. RESULTS AND DISCUSSION

Concerning the first experiment, we were able to reach the
following scores for each model as shown in table 1. The
ResNet-50 model was capable to perform the most accurate
of the 5 models by reaching an accuracy of 82.3%.

Model Accuracy Precision Recall F1 Score
CNN 0.75 0.80 0.67 0.73
VGG-16 0.75 0.70 0.87 0.78
ResNet50 0.82 0.81 0.83 0.82
Inception-v3 0.77 0.72 0.87 0.79
Xception 0.70 0.64 0.93 0.76

Table 1. Classification Models Report

We used the following mathematical relations to calculate
each of the Accuracy, Precision, Recall, and F1 Score. It is
also worth knowing that: TP = True Positive, TN = True
Negative, FP = False Positive, and FN = False Negative.
Keeping in mind that we will be using our CNN model result
values as an example.

TN = 0.83 FN = 0.33
FP = 0.17 TP = 0.67

Precision:

P =
TP

TP + FP
=

0.67

0.67 + 0.17
= 0.80

Recall:

R =
TP

TP + FN
=

0.67

0.67 + 0.33
= 0.67

F1 Score:

F1 = 2× Precision× recall
Precision+ recall

= 0.73

The following figures show the classification results
through visual representations of the confusion matrix and
reveal where the confusion occurs between both false positive
and false negative predictions for each model. The reason
for these false predictions is due to the not having enough

images of the same type of signature as it is expected to have
much lower false predictions if provided.

Fig. 7. Our CNN Model Confusion Matrix and Loss Curve

Fig. 8. VGG16 Confusion Matrix and Loss Curve

Fig. 9. Inception-v3 Confusion Matrix and Loss Curve

Fig. 10. Xception Confusion Matrix and Loss Curve



Fig. 11. ResNet50 Confusion Matrix and Loss Curve for Experiment 1

As for the second experiment, we used the model with
the highest rating from the first experiment, which is the
ResNet50 model. After testing the ResNet50 model on the
newly collected dataset, which was able to reach a higher
precision score since the model is performing on a lower
number of signature images from the second dataset. The
accuracy reached by this model is 86% which is relatively
close compared to a recent work presented by Poddara et
al. [14] on using CNN combined with Crest-Trough method,
SURF algorithm, and Harris Corner detection algorithms to
achieve an accuracy of 85% - 89% for forgery detection of
offline signatures.

Fig. 12. ResNet50 Confusion Matrix and Loss Curve for Experiment 2

VI. CONCLUSION AND FUTURE WORK

In this paper, we have proposed five different CNN
classification models to determine which is the best-
performing model for binary image classification of
handwritten signatures inside documents. After testing each
model, we concluded that the ResNet50 model has achieved
the best results compared to the other CNN models regarding
the classification of text-based images where it was able
to reach an accuracy of 82.3% and 86% conducted on two
datasets which contained samples of 300 and 140 handwritten
signature images respectively.

Regarding future work, this paper provides useful informa-
tion for suggesting the ResNet50 model and encourages further
analysis that includes not binary but categorical classifications
of handwritten signatures by utilizing different signature as-
pects and characteristics.
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4.5.5 Recognition of Butterfly strokes using different Machine Learning Models
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4.5.6 Prediction of Hypotension in Hemodialysis Session
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